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lifid_SPeciatization of theLanguageHemd.Sphere*-

k. .14; -Liberman

Haskins.Laboratbrie§-,NeW-HaVen

The ianguage-h6Migiiherd mayile:Spedialized to deal_With-graMmat
ical recoding§-,'Whiail differ in importantWhyg.hOmother-perCgOthal,
and cogniriVe_prondaSeS, ta4it special fUnttion-i§,-t0 make linguis-
tic infOrMAtiondifferentia1iY-aPproptiater at:pet-Wig& Mismatched
teehani§MS-ofr_gtorage-and7,transmiasion, ;At the level of speech we

see tle'Specialnathre ok_a-gramMatidal code, the SpeciaiModei±hat-
rationalizes it, and the special mode In which _itiaAierdeivech,

The fact that language ia,priM§Tilyononegide 61.0e:1:s-rain 1iMp40.i.the
question I will ask in this paper icWdoealangUage-differ from the processes
nn-the-other side?1 I will ,g4gg-04,..40,:4--vioifig ,hypothesis, tkat-Od.,differ-
ence is-lramMatiCaLtecoding, a COnVerSion-in,Whi6h-infOrmatinfirigre§titicthred,
often redid-ally, as it moves between the gOnndSof"-Speech and the messages they
conVey. To develop that 'hypothesis, divide it into-=Enut-mbie specific

onea:' grammatical codes have:aaPedial,ftfictiOn; they restructure information
in-fa:spedial Way;l:they-ate*locked_,by, a special key-1 7and they are -associated

with a special mode--ofTercePtiOn.

*Invited paper_presenteclat the Intensive Study program in the NeuroscienceS
(Neurosciences:Research Program, Massachusetts Institute of Technology) at

Boulder, -Colo., July- 1972-:

4
Alan University,of Connecticut, Storrs, and Yale University, NftrHaven.

Language is the -Only cerebrally lateralized process I will-be concerned.with.
I-will not try to deal with itardlationt if Any, -to other processes that may
be in the same hemisphere, such as those underlying handednegs or perception
of fine temporal discriminations (EfrOn, 1965). Of course, we should under-
Stand cerebral Specialitation better if it could be shown that all the activ-

ities 6f one hemisphere were reflections of a single underlying design. (See,

_Jot example, Semmes, 1968..)

Acknowledgment: I am-indebted to my colleagues at Hatkins_Laboratories,
especially Franklin S. Cooper, Ignatius G. Mattingly, Donald Shankweiler, and

MiChadl Studdert-Kennedy, for suggestions, and criticisms. Hans-Lukas

Teuber, Brenda Milner, and Charles Liberman have also been very helpful. None

of these people necessarily agrees with the views I express here.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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. In talking about thefunation of-grammatical Codes, I will be conCerned-
With language In-generar. OtherWise, I will limit my attention to'speedh and,
eVenAkitenarroWly, to -speech- perception. I do this partly becaUae I knoWmore
abOut:SPeddh,perCeptiOn than about other aspects -of langdage. Big I am motivated,,
too, by-the-fdot thAtAi6re.ia known that -bears On-the purposes of this-seminar.
T40,-bedoteA apparent when, in interpreting research on'bediapheric specializa-
tiOni--we-mdat SeplrAte Aortic:00a that are truly lingdistit/frOt,those that may
anis, appear So: ,it bedOmeaeven mOreePparent'when, we-try to 'frame ekpritentai
queStiOnS that might help us to diacover1452iteeXaCtly, What_thelanguage beti-,-
sOhete is -apecialized-fOr: Ana.n.yeaed not so,much,10-ioat bj this -restriction
of attention as might,be-supPOsed-aineei if recent arguments are accepted,
speech perception is an integral and-repreaentatiVe part of language,:-both kuc=ar
tiOnally-and-fdrtAllY (Libetmani 1074 Mattingly and 'Liberman; 1969).-

THE'StstIAL:FillidtIONGRAMMATitAL,CODEMAKIMG.LINGUISTIC
INFORMATIOICDIFFERENTIALLY.,APPROPRIATE:,FM TRANSMISSION'AND STORAGE

Perhaps the sithpieftjOytp,,apprecl.-4te the function:of,graMmar is to,con=
Sider wh4 hapOOS when Weremeiber-lingUiStiC information_: ShOul&yOU try
tomorrOw.to-recall thisjecture,-We might expect; if What 1=saY-is sensible,
thAty6d,WOUld manage. very well we darr-4#0:y,coutove that y6U,w6uld,
rePtOduCe exactly tn&f6t#40 of consonants and vowels, WOrda, or sentences. you
wilibAVOleard. WOr-.cAn we'SUpPOae-that-Your,perfo*Ance-vouldevaltiated:
*AnYreAsonAble-perSOitin_fetta:'OftheTercentage of such., elements-, cor-
rectly recailesiOriby the-hUtber of timeeyodr-failUre to,-_recall_laY'tereiy in
theeubstitUtion.ok-a AyU6nym-for'theOriginAily uttered Word. A ji.dge. of your
recall would-be

_ conCerhed'only,With'theektent-tO Which-you1had Captured-the
meaning of-the leatureifhe would eXpeCta: paraphrase, and that iaivhat_he would -

:Paraphraae not a kind-Of forgettihg,but-a-norMai part-of remembering.
It reflects the conversions that must ocCur:if-that .Which-10 communicated to us
by language is tO be well retained ',(and-understood) or if that s4hith we retain
(and Understand) is to be-efficiently communicated. In-the course-ofthose-c6n-,
versions-, linguistic information- has at least three different Shapes: an-

acoustic (or auditory) vehicle -for transmission; a phonetic=represehtatiOn,
siating of consonants and vowels, appropriate =for procesaing and-storage in a
short=termillemory; and a-setantiarepresentat:cOn2thatfita-a-nonlinguiatic
intellect and long-term memory. Of course, =the conversions among these-shapes
woad be-of no special interest if they meant no- more -than- the substitution of
one-unit for another-,,for example, a neural unit for an acoustic one- -give or
take the sharpening, diatortiOns, and-losses that must occur. But the facts of

2
It,may prove useful to make a distinction between a semantic representation,
which presumably has linguistic structure, and-some deeper base, which does
not. We should suppose, then, that it is the less linguistic base that is
stored in long-term memory, and that the semantic representation is synthe-
sized from it. I believe, however, that such a distinction is not relevant to
the purposes of this paper; moreover, titere is no- agreed -upon word to refer to
the base form. I will, therefore, use "semantic representation" loosely to
refer to whatever we might expect to find in long-term memory and the nonlin-
guistic intellect.
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Paraphrase far more than-that kind of alphabetic encipherment. Since an
accurate .paraphrase need- _not _and usually does;inot, bear- any -physical resem-

blance to the- originallY -presented acouttic '(or' Auditory) signal, we must
shOpoee that the information-has' been-thoroughly restructured._ It is as if the
listener had- stored_ a semantic representation that he synthesized or constructed
out of...the speech sounds, and then-,_ on the occasion of recall, used the semantic

.representation as a base for synthesiting .still -another set of -sounds. _Plainly,

these-syntheses are' not -chaotic -oi arbitrary; they -are, rather,, constrained by

-rules of a 'kind that linguists -call_ grammar. There is, therefore, a way to see

ttie- _cOrrespOndenne'ibetween the original and recalled information, or, indeed,
between the transmitted and_ stored forms. 10t_ -this can be .done' only- by ref-

erence to the _grammar, not by comparison _Of. the -physical properties of the two
eete_of acoustic events lor of transforms performed directly- on them. An

observer who does .not command the grammar cannot possibly judlie the accuracy of

the paraphrase.

:Since -illy aim is -to. raise questions about the distinctiveness -of language,

-Shouldpauee here to ask whether - paraphrase -is Unique. In visual memo;.y, for

example, is :paraphrase even - conceivable? Of course, the remembered scene one
-calls _Up in his mind's eye- -Onaliy-differ -from 'the, original. But cannot

the accuracy of "recall alwa)y 5e judged =by ,reference-.to the physical proper"ties-

of retembered scene, Allowing, 'of course, 'for reversible transformations
performed directly on the-physi Cal .stiMuii themselves? Except in the_ Case of

the most abstract art, about Whidh there is notorious lack -of .agreement, can we-
ever say of 'two visual_ patterns _that they correspond- =only in meaning, _and

adcordingly, that the correspondence betWeen them -can be judged only by reference
tO- rules- like those of grammar?-

But I should return now_ to the function -of grammatidal recoding, which is
the question before -us. -Why-tds1; the lingUietid information be so thoroughly
reetructured- if _itis- to be transmittable in the one case and storable in the

Other? The- simple _and pbstibiy- obViods- answer is that _the -componente for

-transmission and storage are grossly mismatched;- consequently, they cannot deal
with information in ,anything like the -same form. I should_ suppoee -that the

reason for -the_ mismatch is that the several cdtponen: aveloped separately in

evolution and in connection- with- different biOlOgica. L-ivitiee. At the one

end of the system is- long -term Memory, as_ well as- the- nonlinguistic aspects of

.meaning :and- thought. SurelY, thes_must have existed before the development
of language, much -as they exist now in -nonspeaking -animals and, I dare say, in

the- nonlanguage hemisphere Of man. At the- other end of the system, the dom.
pld!tients most directly concerned with transmission- -the ear and the vocal tract- -

had also reached a _high state of -development before they were incorporated as
terminals- in linguistic communication. [Important adeptationt of the vocal
tract did presumably- occur in the evolution of apeedh, as has been -shown
(Lieberman, 1968, 1969; Liebermah and, Crelin, 197 -1; Lieberman, Crelin, and Klatt,
1972; Liebertan, Klatt, and Wilson, 1969); -however, these did not wholly correct
the mismatch we are considering.] We might assume, then, following Mattingly-

(1972) , that grammar. developed as a special interface, joining into a single
system the several components of. transmission and intellect that were once quite-

separate. What are conceivably unique to language, to man, and to his language

hemisphere are only grattatical codes. These are -used to _ resilaPe semantic' repre-

sentations so as to make them appropriate, via a phonetic stage, for efficient
transmission in acoustic form.
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We should 'recognize, of course, that the'consequences of being able to make
those-grammatical conversions -might be iMmense,rtot merely because man can-then
more-efficiently communicate-hit_semAntic representations to_ others, but also
because he. an, perhaps more !slily tharrotherwite,movethem around-in:his oWn-
head: If so, there May-he-thought processes-that-can be -carried out only. on
information:that hat gone into the grammatical system, -at least part Way: We
shoUld also see.that the nonlinguistic intellectual mechanisms-Might themselves-
have -been altered-in the course. of evolutionaty adaptations associated with the
devdlopment,of grammar. Indeed, ,exactly-analogodstadaptations-did apparently
take plade at the other-end of the, syitem-where, as has already been remarked,
the vocal-tract underwent structural changes 'that- narrowed- the -gap between its
repertoty of shapes _(and'sounds) and that-Whickwas required by-the nature Of the
phonetic representation at thejtekt higher. lei/el. But -such considerations do-not
alterlay glint, however much they may'complicate'it. Vs-may reasonably suppose
that the-basic function=of grammatical. codes is. to join- previously- independent
components -by making the best-of-what'would-otherwite-be a,bad fit.

At.thit point I should turn againto our question about the-=distinctiveness
of langPage ond ask whether the function of, grammatical- Codet, as.I described lt-

here, is unique. Arethere other-biological systeMs-in which=different-struc-
tutee, haVing evolved independently, aretarried_hy-aprocess that.restruCtures----
the information- -passing between them? If.not,-then grammatical codes- solve a-
-biologically-novel_problem, andl-We shoUld-wohderWhetherit was in cOnnection-
With_such-a solution that aneW=functional OrginizationevolVed in=the left_hemi-
sphere: -

But if we are to view grammar as an interface, we ought to see more clearly
how bad is the'fit that it corrects. For that purpose I will deal separately-

with two stages of the linguistic - process: the interconversion betweenahonetic
message and sound,. Which I will refer to throughout this,paper as the,"speech

eoAe," and then briefly with the, part of language that lies between phonetic
message and meaning.

The Phonetic Representation vs. the Ear and the-Vocal Tract

At the phonetic level, language is conveyed by a small number of meaningleis
segMents--roughly three dozen in- English -- called "phones".by linguists and well-

known to us all as consonants and vowels. These phonetic segments are character -
istic- of all natural human languages and of no nonlinguistic communication sys-
tems, human or otherwise. Their role in language is an important one. When

properly ordered, these few dozen segments convey the vastly greater number of
semantic units; thus., they take a large step toward matching the- demands of the
semantic inventory to the possibilities of the vocal tract and the ear. They

are important, too, because they appear to be peculiarly appropriate for storage
and processing in short-term memory (Liberman, Mattingly, and Turvey, 1972). In

the perception of speeChthe'phonetic segments are retained in short-term
memory and somehow organized into the larger units-of words and Phrases; these

undergo treatment by 4ynttctic and semantic processes, yielding up, if all goes
well, something like the meaning the speaier intended. But if the larger organ-
izations are to be achieved, the phonetic units must be collected at a reason-

ably high rate. (To see how important rate is, try to understand a sensible
communication that is spelled to you slowly, letter by painful letter.) In fact,

speaking speeds produce phonetic segments at rates of 8 to 20 segments per
second, and research with artifically speeded speech (Orr, Friedman, and Williams,
1965) suggests that it is possible to perceive phonetic information at rates as

high as 30 segments (that is, about seven words) per second.
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Now if-speech had developed from the beginning -as a unitary system, we
might suppose -that the components-would'have been-reasohably well matched. In
that-case there-would-laVe been no needfot a-radical restructuring -of informa
tion- -that it,_no need .for grammar-but only the fairly straightforward subeti-
tution-Of an acoustic segtent for each phonetic one. Indeed, just that"kihd of
substitution cipher has-commonly-been assuMed-to be-an-important characteristic
of-speech: But such a simple conversion -would not work, in fact, because the
requirements of phonetic communication are not directly met either by the ear
or by-the vocal tract.

-Consider first the ear. If each Wrietit unit were represented, as in an
alphabet or cipher, by a unit of sound, the listener would -have to identify
from 8 to 30- segments -per second. But such races would surely strain, and prob-
ably overreach, the temporal resolving power of the ear. Consider-next the
requirement that the order ofthe-tegients.be preserved-. Of course, the listener
would hardly be expected to-ordetthe-segments if, at high rates, -tee could-not
even _resolve them. liethouid-note,-hoWever, thateven-at-slower-ratesi-and in
cases.where the identity of the'sound-segments is known, there is-some evidence
that the ear --does notidentify order well, Though. this_questioh has- -not eehi

intensively investigated, data-from the research =of Warren,-Obusek, Farmer, and
Warren -(1969) suggest thatthe-requiremenii-for ordering'in phonetic_commOniCa-t
tion Would eXteed.the-psychoacousticaliy-determined.ability of- the-ear by-a
factor-of five-or more. _.

ft Apparently, then, the system -would not.work:well if-the conversion from
phonetic unit to sound-were-a-simple one.- We shOld suppose thatthis _would= be
so forthe reasons I just outlined. .But the case -need hot-rest on that supposi-
tion. In fact, there is a great deal of confirming_dvidente in-the experience
gained:over many years through-the attempts to deVelop and- use-acoustic (non-
Speech) alphabets. That experience has beemin telegraphy-4/itness Morae-code,
which_is a-cipher :or alphabet as I.have been using the termt here--and much
mare comprehensively in connection with the,early.attempts to build reading
machines for the blind. Even after contiderable-practicei users 3o- poorly with
those sound alphabets, attaining-rates no better thah-on&-tenth those which are
achieved in speech (Coffey, 1963; Freiburger andqiurphy, 1961;- Nye, 1968;
Studdert-Kennedy and Cooper,- 1966).

Nor does the vocal tract appear to be better suited to the requirements of
phonetic communication. If the sounds of speech are'to be produced by move -
ments = -of the articulatory organs, we should wonder where in the vocal tract we
are going to find equipment for three dozen distinctive gestures. Moreover, we
should wonder, since the order of the segments must be preserved, how a succes-
sion of these gestures can be produced at rates as high as one'gesture every
50 cosec.

The Phonetic vs. the Semantic Re resehtations

:'hough appropriate for storuga over the short term, the phonetic represen-
tation apparently doet not fit the requirements of the long-term store or of
the essentially nonlingulttic processes that may be associated with it. Those
requirements are presumably better met by the semantic representation into
which the phonetic segments are converted. Because of its inaccessibility, we
do not know the shape of the information at the semantic level, which is a
reason we do well, for our purposes, to concentrate our attention on the acoustic



and phonetic levels where we can more readily-experiment. Still, some charac-
teristics-of the Semantic repreieniationseen_be guessed at. Thus, givers the
inndierable ispects,of ourezperience-ind ,knowledge, we Should suppose.thSt.
-the inventory of-semantic units is very large,- many thoUsands-of times-larger
than ;the two or three-dozen phonetic Megmetts thattransiiirlt. -We- should

_suppose, further, that however the-Semantic units may -=be organized, it is
hardly!conceivahle that they are, like the-phonetic segments, set down.in ordered-
strikJ. At all events, the phonetic and-semantic representations must be
radicilly-different, reflecting, presumably, the-differences between the
reqiiirements of the. processes associated With-short and long-temmemory.

THE SPECIAL RESTRUCTURING.PRODUCED-BT-THE-SPEECH)CODE:

S/MULTANEOU4 TRANSMISSION OF INFORMATION ON THE-SAME-CUE

We can usefully think of grammatical coding-as the restructuring-of informr,
ation that must.occur- fthe mismitchecloomponents I-have talked =about-are.to
work_ together as a single system. It-developing-that iffition, thave so 'far
-spoken of three levelt-of linguistic itformatiOn--semantie,-Otonetic, and_
acoustic=- connected,- as it were, by-Artmmars-thatdeicribe-the,relation:between
one,-level and the next. -The Thonetic-AIA acoustic levels are linked- by;t

grammar-my-coileaguelvand-T-haVe-calJAKtele:sPeech-code: That .is the grammar =I
-shallhe especially Concerned 'With, 'BUt4e_should first place that .grammar in
the:larger-SChete ofthingS, and-establIsh some basis fOr demOtstrating.its
teiemblatce-to_grammars,of a- more ,conventional =kind. ThatAai been-done-Ar
soie-detailinreceni _reviews already referred to- (Liberman, 1974 Mattingly and-
Liberman, 1969). Here I_ Will offer` he brIefest _possible account.

Exactly- -whit we-say-about the-tore Conventional grammars'dependm of course,
on Which-lingUistic-theOry we_chcose, For_tuhately_, the choice is, forus,-not
crucial. Our purposes ere will-served Virvery_Crude-appeoximatirwto the
transforMationalOr generative grAmmarthat is owing to Chomiky (1965). On that
View, the conversion frot-semantie_tophonetie level is accomplished-through
two intermediate levels-called-"deep-Structure" and 'surface structure." Az
each leVel-!-including also the phonetic, to which I :'save already referred- -there
are strings of segments (phoneswords)_organized into:larger-A:nits (eyllable4,
_phrases). From one level to the next -the organized information is restructured
according to the rules of the appropriate grammar: syntax for the Conversion
from,deep to surface., phonology for theconversion from surface to- phonetic. It
-is not feasible to aztempttan account of these grammari, even-in broad terms.
But I would point to one of the-moit general and important characteristics of
the conversions they rationalize: _betWeen one level and-the next there is no
direct or easily deterMined correvpondence in the number or order of the segments.
Taking a simple example, we suppose that in the deep structure, the level
closiSt to meaning, there are strings of-abstract, word -like units which, when
translated into the nearest kind-of plain English, might say: The man -is young.
The man is tall. The man climbs the-ladders. The ladders-are shaky. AcCording
to the _rules of syntax, and-hy'taking advantage of erential identities, we
should_delete andrearrange-the segments-of the four deep sentences,'emerging in
due course at the 'surface with the single sentence: The tall young man climbs
the_thaky ladders. It is as if-the first, second, anCiourth of-the deep secs-
tences had been folded into the third, with the result that information about all
four-sentences is, at the surface, transmitted simultaneously and on the same
wordS.
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The informaticin at the-level of surface structure- is_ -in turn converted,
_often-by an equally complex eficoding,_ to 'the .phOnetic level., But I will, only
-offer an-example of one of the simplest aspedta-,Of that conversion which
-nevertheless- ShowS that the information - does change-shape in -its further descent
toward the- Sounds- of- speech and-also- illuStrates_a kind-of context-conditioned

-Variation that gramniatical conversions often entail. 'Condider in -the word
"ladderS" the -fate of the-segment,. spelled '"s," that lneans "more than one ."
Its realization ,at the phonetic level _depends on thertaegmental context:` In our
example, "ladders," it . becomes [z] wOrd' like "cats," it-Would be [s]; and
in "hoUde" It would be [ai]-.

The more obviOua parts ,grannar-, ,and,-of theliaraphrase-:whiCh so strik-
ingly refledts- It, occur- in the conversion between phonetic- and semantic repre=_.
Sentatione. But,- as have already suggested, there -is.:another _grammar, quite, . .

similar _In function- and-in -foray, to be found in the speech Code- that _connects
the _phonetic representation..tO Sound: :The-. characteristics- of this code hate

=been_ dealt -with.at .some length in. several recent Papers-, (Liberman, -Cooper,
andtiicidertKennedy, .19671 tihernan,.-MattingiY, andi:Cooper, 1972)..

I_,wil1 my brieffY describe-soide:,of 'thOse characteristics now to show how they
iRtot, mark. Speeth .perception :and,_ by analogy,. the.-rest-cit language as _different
frot-rither-;pro,ceSaeth.-

licric:the.Phiiiietic.44eSdage. is -Articulated: _ Matching _the Requirements- of Phonetic
'Communication- the NcicaVTradt-

_agaiti,, that there- are ,several tites_tOte segments- than there :are
artiCulatOry muscle systems capable of significantly affecting the vocal oUt-

A solution is to diVide,:each- segment Into features, so --that :a -stiller-
_ =number of features-- produces-a_ larger -number of =segments, and- theri-tOz assign=

-each: feature to -a significant .artiaulatory-gesture. =Thus, the _Phonetic _segment
characterized by four articulatory features: stop_ manner,. i.e.,,

rapid:- movement to or from complete ticiddre the--_bdocal part -of the-_-vdCal
_

-tract,- WhiCh [b] Shared' =with :[d, -ti, k, m, _n, but -not_ 4ith-O-ther- con -
sonants, orality,, i.6-. closure of the Velar passage to the nose, which,-[b]-
.Shares with Ed, p, t, k], but not withit, bilabiai-Place of -produc-
tion,_ ClOSUr.at the lips,_ WhiCh-Jblshateal'With but riot_ With -

t, h,, or; -and- voided condition _of VOicing, _I.e. VOcal fold_ Vibration
-_,beginnitit_simultan6oudly with budtal opening,- WhiCh shares -with [d, g], -but
not -with' [p; t, -k]-.

It- remains, then, _to- -produce these segments at high rates. For that pur-
pose-.the segments are first organized .into larger- unitS-of ,approki_ mately
-Syllabic size, with the restriction that gestures appropriate to feat .res in
successive segments be largely independent -and -therefore capable or being made
at -the same time -or with a gteat deal of overlap-_ It--producifig the syllable,
.the ,Speaker takes advantage of -the pOstibilities for simultaneOuS or overlap-
-ping articulation, 'perhaps to the greatest extent priSsible. .Thus, for a
-Syllable like [bae-g]-, for example; =the speaker does not complete the lip_aove-
tent. appropriate for lb) before Shaping- the tongue for the vowel [ae ] and then,
.only- when that haS been accomplished; move- to a _poSition appropriate for [g].
Rather, he overlaps the geStureS, sometimes to such an extent that successive
segments, or their component features, are produced simultaneodaly. In this
way, co-articulation produces segmerita at rates faster -than individual muscle
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systems must change their -states and is- thus -well designed, as -Cooper (1966)
has :put it, to-get faat action 'from- relatiVely slOwioving machinery,.

.
How- theCoeArticulaticin_ok the Phonetic = Message :Produces_ the Pe'ditliar `Charac-
teriatics of the Speech Code=

The -grouping of the- Segments_ -into syllables and- the co-77articulation of
features represerita an- atganitiation of the phonetic message, -but -not yet a
very diaatic enCoding, 'since' it isStill-possible to correlate isolable gestures
with:particular features. It is itr_the, further conversions, -from:gestures to
vocal-tract shapes _to sounda-, that the greater, complidationa- of the speech -code
are prOdUced.- For it is there- that we find-_a very com`Ple*:-relation-Of gesture
to vocal-tradt -shape and then,-_ in the conversion- from Vocal-tract _shape to-- sound,
a reduction in, the:number of- ,dimensions: The result is :that -the effects of
several _overlapped gestures are impressed_ on exactly -=the' -same parameter of the
acoustic -signal, thus- producing: the most iMPortant Alitt -compleic ,characteristic
of the speech code. That =Characteristid is _illustrated in Figure 1; --Which is
intended to. demonstrate -how -several :segments of the -phonetic ,message are-
encoded -'into the-- same =part of the -Seiunc4, For that -purPoSei t;76 begin With a
-simple- syllable comprising,-the-,phonetic. string_[h]i r[g] and then, .having
shown its-realitiatiOn-at the level of sound, we determine.toW, the -ackind: changes
as Change -the- phonetic -Message,, 'One -segment .at -a time: The schematic'
spectrogram' left -most _position-Of the row, -ate -the. top -would=,- converted-

-to sound-, -i:iroduds-_An.; ipprOXiMation, tO [baeg], WhiCh_,_10 ekaniPle Itr-fhat
-spectrOgram_the= two Moat-important ,formantsa-:formatit concentration of

- acoustic energy repregenting.4 teaonance -of ,the vocal_ =fradtare :plotted_ -as a
function- -of" -dine. _looking: at only the 'second (i.-e.-, -fOrmatit, 4k, as -to
simplify our task, we.,--try to locate-the inforMation-'abotit, the vowel_ [*-j. -One
way :to--do that is tOChange the -- message ficiii [brifj [1:b-g], and compare the
acoustic- representations., The - spectrogram for the -new ,syllables =[bOg]_ is.--shoWri
in the next ,position, to -- the right, where, in ordetr-to- Make-the -,;,:otriparison,
easier=,_ =the seocind;fortitant of ,[bieg is -,teproditced-_-_in= dashed- Haying in
Mind, that i[ba6g] and- [bog] differ only in--their -Middle = segments -=that is, only
in the= yowels-7We_,note that the :difference, between the acoustic signals is nOt-
limited-, -correspandingly, to their --Middle_ aectiont, bUt-rather eXtenda front. the
beginning -of the acoustic the We-conclude, therefore, that the

_ _ _vowel information- is- everywhere in the second-forMant-of the sound. To find
the temporal = extent= of the [b], segment of our -- original syllable [bag-],_-we
should Ask; similarly,- what the acoustic _pattern- would be if only the first
segtent of the aiietic message were now changed, as it would-be, for example,
in -[gbeg-]. Lcoring, in= the next position to the right, at that new syllable
[gg-] -, we see that the change has produced a second-forkant that differs from
the -Original through approximately the -first tWo=thirds- of the teMpOral extent
of the_sound-. A similar- test fcir [g], the final consonant of -our example, is
develOped at the righthatid- end of the row; information about that segment
exists' in the sound over all of approicitately the last two-thirds of its time
course.

The general effect is illustrated ia 'the single pattern in the lower half
Of the figure, which shol4S over what parts of the sound each of the three
Message segments extends. We see that there is no part of the sound that con-
tains information about only one phonetic segment: at every point, -the sound is

carrying information simultaneously. about at least two successive segMeats of the
message, and there is a section in the :piddle Where information is simultaneously
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available about all three. It is as if 'the. initial and final consonants [b]
and: -[g] had been folded into- the vowel, much as the flanking_ deep-structure
sentences of the earlier Syntactic example were- folded into that middle Sen-
tence that served, like the vowel, as a- cote or carrier.

Given that' inforMation about .successive begthents Of the message- is often'
carried simultaneously on the,same parameter of the signal the _acoustic Shape-
of a cue for particular segment =Or "feature) will :necessarily- be different in
different Contexts. To,See that this is so: we -:Sheuid, look again at the figure,
but instead- of -noting, as we did before,_ that changing,. only the- middle - segment
caused a-change in the entire ,a4o-uStld -signal,. we .Should-,-see now -that, though
we 'retained two- of the three -original measage:segients,. We -neverthelesS, left no
part of the .acoustic signal Intact:, That is to -Say that the acoustic c_ ues- for
[b] and [g], are Very, different in the _coritexto-of the different VoWe into
which 'they are encoded. .Suen-Ccintext=conditioned variation, similar. perhaps" to
that we noted: in the phonology, '.is_bftan very great,: not only ter consonant
segMent with-different vowels,, as in the example -offered- here, but also for
_different _13001490S in the Syllabl,, 'different kindS of syllable- _boundaries,
different ConditiOns of- _stress, and ISee, for eX4ple, Liberman-,, ..Coefierir
:Bharikwellet, arid_ :StUddert=KennedY,A;967-.)-.

Thus, as in the conversions ;bretWeen7-Other leVela of the 'language:Structure
the_ ,dennedtinn etWeen,lphenetid massage .sound Oet a:`VerY7ceMPlek_
code,, not an diOnabet;Or Sriiidt-itUtion,-'-cipner. 4riterination-abent successive
eepiefite of the-lneagage=ii,S-often.-encndedl into a :Single acoustic- event with-'the
result that there: la- rid =direct ,Or -eaSiiy-_caIdulate*-derreSpondende -Segmenta-;

4 tion,. and tke resulting -variaticin, in the shape of the acoustic cue_ can
extreme. At the leVeIS of ;phonetic and acoustic representations,_ those =tharac-
teristica- define what 1 -Mean i3ST.,_*-gremnicati4a):-:dode-.

But IS the speech code==alid,_ by, extension, _the- ether ,grammatical codesr.",
uniqUe? In visual and auditory- =perception, the relationa.netWeen-:_atimulus.
Pattern and .perceived response- may aSnoMp14- as thOSe of Speedh, but
they -appear, as a claSS4 tohe- different. I find it difficult -to- characterize
the :difference in _general- terms. beyond' saying that; apart from speech ,per-cep-
tien, we de- not find=- the-.kind of simultaneous transmission that requires the-
perdeilier to process- -a unitary_ physidal -event so as to recover the two -or three
diScrete perceptual .events that are encoded in it

How -the Speech, Code - Matches the :Requirements -of :Phonetic Cofitatinication to the
Properties of the Ear

I remarked earlier that We. can- and do hear Speech- at ."rates -that would
appear to overreach the resolving =power of the -ear- :if each phone were tranSmit-
ted -hy a unit sound. But we -have seen that the phones are not transmitted in
that direct way;, they are, rather, converted- in-as tO _ended& SeVeral'_phanes
into the same acoustic Unit. Though this produees- a ,great complication in the
relation betkeen signal and message, and -one that will have to- he, _dealt with -by
a derrespondingly -camplek decoder, it serves the important purpoSe of reducing
-significantly the number of disdrete; ateustic events that must be -heard, and
thus makes it posSible -to perceiVe phonetic information at reasonable rates.
GiVen that the segments are encoded- into units of approximately- syllabic size,

we should suppose that the liMit 'on perception is set,_ not by the number of
phonetic segments per unit time, but more nearly by the number Of syllables.



V,-

falso- remarked earlier =on another way in which the ear appears to be ill
suited` to the requirements of phonetic- communication: a liatener must identify
'the -order 'of- phonetic segments, yet in ordinary auditory 'perception -he cannot
do, that -well: The solution to this ProbleM that is offered by the 'Speech code
is that order often marked, not - only -by -time of occurrence, but also -by

variations in the shape of the cue. Thus,' beCauSe of the
lurid =0E' encoding that occurs, a OiMary acoustic- Cue fOr the two -13'S in [b*b
will lie mirror images of each 'other". In word's like ttwks-4 and [tslc] the
acoustic cues for -NI will have -very- different. -dha'Pes, again- 'because of co-
articulation. Hence, the- speech_.cOde-affere. the listener-the posSibility of
constructing more exactly, reconstructing) the-Order of the -SegMents -out
of infOimatiOn which is not simply, or even primarily, temporal.

.
More:,and :Less,- Encoded Aspects: of Speech

Ari iMportant characteristic of the ,speech ,code, especially' in relation to
:questions about :hemiSphetliC.2sPeCializatiOn, is that not all parts of the -speech
signal:1*# a highly encoded relatiOn tothe ,phonetic--message: In slow -to
-moderate, articulation, vowels- and fricatiVeS, for -example;. -are_ sometimes. repre-
Sented by a ,a1.#16 acoustic-'alphabet .or cipher: -there are isolable segmentS in
which information: about phonetic- -segment is:Carried,- a.nc:1- there-hiay be-
little variation in the _shape of the acoustic cues with ChangeS in :Context.
-Segments ,':baTOnging:_,ta. the classes:'liquid -s- can--.be
grammatically- encoded- to, interMediate, degree. Though--these- segmentS, cannot
be iSOlated, in -the-speech for -r.;-COlored:VowelS), they do have
brief steady -state portions, even in rapid* articulation-.

tiOngfannatiCal -CoMplicatiOns, .in the *helatiOn between- -Acoustic and-_ Phonetic ,

-:There .are several CharacteriStica of -speech apart frot its encodedness
that ;might require special treatment in .perception. -One 10.-that the speech
signal- seems very poorly deSigned,- at least from -an engineering-point of View.
The ,adOustit energy is not concentrated in the inforitatiOn=bearing_ parts of .

the 'sound but is, ratheti spread quite broadly across the spectrum: koreover,.
the-eaSential 'acoustic cues arei, from m-a- physical pOiUt. of view, among- the most
indeterminate ThUS, the forthant _transitions, -So- iMpottant in the. perception
of. most consonants, are rapid- changes the frequency- position of a resonance.

whiCh-,- by their -nature; scatter- energy.

Another kind -of difficulty arises from the :gross variations in vocal tract
diteriSions among men, Women; and -children. A consequence is that the *absolute
valueS of the torment -cues will be different depending on the sex and size of
the speaker. ObViodsly,, some kind- of -.calibration, is --neCesSary--if, the listener
is to-- perceive speeCh properly.

What,-:Then, Is the Language Hemisphere Specialized for?

I have suggested, as a- Working- hypotheSis, _that the distinctive character-
istid of language is not meaning, thought, comMunication; or ,rocalization, but,
more Specifically, a grammatical recoding that reshapes linguistic infortation
so de to fit it to the several originally nonlinguistic component's of the
system. That hypothesis may be Useful in research on haniispheric specialization
fOr language bedause it tells- how we tight make the necessary distinction
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between that which is linguiStic and that which is. not. Our aim, then, is to
diaZaver whether it is, in fact,. the,ptocesses_of gfa#Matical recoding that the
language hemisphere is specialized foi: That,will_be, hard to do-at the leVel
cloSeat to the semantic reptesentatiOn -because we cannot, at that end of the
language system, easily define the boundary between grammatical oodint and
the prestatably nonlinguistic procedseait serves. But in-Speddh,and especially

. in _'speech perception, we can be, Uite explicit. As a result, we can ask pointed
questions and; tecause,approPtiate technicplea are aVailableigethaektil answers:
Iwilloffet:a*few ekampleS of such gueationa.and:answeta:. lecaUse the experi-
menta I will talk .about" reptesent a large and- rapidly gkowintclaaai I should
emphasize -that, for the special -purposes of*Ia.pdOet,-t will describe, only a
few.

.Speech va.,nOnSpeech. ,After inveStigationaofpeople with cortical
including - especially the atudieSbyllilher-(1954; 1958), had-indicated

that petception of apeeCh.and nonspeddh might _be PtiMatily on opposite sides of
the'head, Kimura (1981d, 1961b),Pioneeted .the an- experimental
teChnicide that .permits us to,probe this-possibility,With-nothaipeoPle.
int. for her' putpoSes-Atethodthat had been-earlierby-Broadbent_ ,

Kimura pteaented'spoken-dititadiChoticaliY, onatO,One ear ands different one
to .the: other ear, She, that :most liatenetaheard-better-the_digita.
presented-to the .right ear.. It was- subsequently. fauna, Whet and.-6thera, that
the aaMe effeat is- =obtained with nonsense sylIablea,,,inCind*OtthOse that differ
in:onlyOne phonetic-aegMent-orfeaturS:(KiMdra, 1967-Shankwellei-andAtuddett-
KennedY, mmo thaatiMUli.ate-hbaiCalsOlodida ordoMpleX'nonapeeCh
SoUhds,.the opposite= effect-, Sleft,-ea'adVantagei ial'Iobtained .(KiMuid,1964):
Oh the assumption that the-cianttalater4SuditotY representation is stronger than,
the ipsilatetal, espediallY undektonditiana,of diChOtic competition,_-Kimura
interpreted theae-findinga to- eflect-leftheiniepheke processing, of the speeCfi
signals and right - hemisphere processing of thSTOthers. Ih any case,-Many studies
now. support the -conclusion that the_eat adVagtageaare reliable reflections of
the=kunCtional-asYmmetry,Of theoerebrai hemispheres: rOotatitmaties see:
Kimura, 1967; Shankwdler,A9TIF'piaddertKennedY And phankweiler, 1976.1

Auditory vs. phonetic- processing. If,- as seems 'reasonable,, the right -ear
advehtage'for speech is interpketedto reflect _ the work of-some special deVide
in-theleft hemlipherei we ahoiildaSk.whethet that deVide is specialized for-
graMmatical decoding or for:something else. Consider, theil, a case such as the
stop -consonants. As f,pciinted-ont earlier"_ -,_ these phonetic segments 'are encoded

grammatically in the,exaCt sense-that there la_nO part -of the acoustic signal
that carries information,only about the consonantI, the fotmanttranditionS,
whiCh_contain all the information about the consonant,_ are simUltaneoUSly pro,-

viding information about thefollowing vowel. 'Any device that would-perceive
thSA:legments correctly tUat_deal with that trammatical,code. Conceivably,
that is what the device in,the janguage-hemittphere-is-specialized.for: But
there are other, nongraimmatidal jobs-to be done and, accordingly, other possibil-,
ities. &long these are thataake I referted-to satliet when I spoke of-the need
to olean, up the badly =dated speedh signal, to track the very rapid frequency

(foment transitions) that are such important cues,and to calibrate
fat-differences in vocal-tract size. ThoUgh not graMMatidal-AcCotding to our
definition, these tasks. confront the liatener only in'connection With speech.
They might; therefore, be more closely associated. with the language hemisphere
than those other auditory proceaaes that -must undetlie the perception of all
sounds, speech and nonspeeah alike. But that is precisely the kind of issue
that can be settled experimentally.

12



Several investigators (for example paririn, 1971; Haggard, 1971; Shankweiler
and- :Sttiddart,-Kehnedy, -1967;- Studdert-Kennedy and Shankweiler, 1970; Studdert-
Kennedy, Shankweiler, and-Pisoni,- 1972) have suggested and- considerably refined
questions like those I posed in the- preceding paragraph and, in a number -of
ingenious experiinenta, found answers. -cannot here describe, -or even -aummar-
ize, these generally complex studies --except to say that they provide some
support for the notion that in -speech _pekception the language- hemisphere
extracts phonetic features, Whith is t6 say in the terminology of this paper
that it .d6es grammatical 'decoding-. 'There is, hoWeyer,. an ,ekperimeht by- Darwin
(1971) vhich suggests that the language temiaphere may, also be responsible for
normalizing the- acoustic signal to take -account of the. complications _produced
by the differences among speakers -111 length of the vocal tract. That finding
indicates that our hypothesis is,. at beet, inddmplete. Of course, we can hOpe
to. dirsdOyer -a mechanism. general .eriough--to incliide both vocal -,tract normaliiation
and grartinatidal decoding; the .more so since these prOdesaes are ,so- intimately
associated, with each other and- with -nothing. else:. Meanwhile, we can proceed to
find Out .by',eXperiinent whether the language temiaphere is responsible for the
other nonitenuhatical -tasks, hoimver cllosely -or remotely .they may be associated
With speetth: '.---15erhaps an example -of such an experiment. will clatify- the question
and -al:0-611k hypothesis.

Imagine a. set ok:_stopowel §yllables--Lba,..da,_ gal syntheCiiedi in such
way that the only distinguishing acoustic -cue the direction and -extent_ of
the ,firet -cosec of the -second 4ormant -transition, the, rapid frequency module..
tion_ referred to earlier. `Suppose;. now, that we Predent -these--ciidhatically-=-
61t- is, -[ba], ,fot example, ear' -[da]: _to:the- other-in randomly arranged_
pairs_ and, as usual, -get the tightear advantage that is presumed to reflect
lekthethiaphere _profcesaing._ On the., hypothesis _P:tOpOSed- here, we should -say
that- these signals were -being prodeseed in. the language - hemisphere bedause they
required .grammatical decoding. Iri that caCe, -we -should -haVe in the language-
heiliphere a-deVice that ia -quite- properly-,Part of a linguistic SySteth. -There
is, however, an:alternative, ;as f have alreadY implied whidh id- that- the
language -hemisphere is -specialized -not for grammatical dedOding- but for respond-
ing to a particular -class of auditory events, .specificallY the rapid- ,frequency_
modulations of the second---forMarit transitions that are, in the stimuli of the
.experithent,. the only acoustic -cues.. In that case, the left hethisphere would be
said,_ at leatt in this- reepect, to be specialized for an _auditory- task, not -a
lingUistic one. An ekperimetit that helps to decide- between these possibilities
would :go- as follows. First, we remove from the synthetic syllables the second--
foment transition cues and present thet in isolation. When we do- that we hear,
not speech, but more or less -diatinguishable -pitth- glidea :or bird -like chirps.
Now, -given that there- is a right-ear (left- hemisphere) advantage when these for-
mant-transition cues are in- a -Speech pattern, we determine the -ear advantage
when they are presented_ alone -and, not heard' as speedh. Donald Shankweiler, Ann
Syrdal, and I (personal communication) have been _doing that experiterit. The
reaulta so -far obtained are_ not -whollY convincing,- because, owing largely to the
diffidulty our listeners -have in_ identifying the transition cues alone, the data
are: -quite noisy. So far 'as the resulte,can be interpreted, however, they
suggest -that the second-formant transitions in isolation _produce a left-ear
aavaliitage, in contrast to the right-ear- advantage obtained when those Same tran-
sitions cued the perceived distinctions along [ba, da, If that result
proves reliable, we should infer that the language hemiCphere is specialized for
a linguistic task of grammatical dedoding, not for the auditory task of tracking
formant transitions.
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A clearer answer to essentially the same question, arrived at by a very
different-technique, is to be found in a recent doctoral dissertation -by Wood
(in-preparation). He first replicated-_an_eatlier study (Wood; -Goff, and Day,
1971) in which-t had been found- -that evoked potentials were exactly the same
in the right hetisphere whether the listener-was distinguishing two syllables`
that differed only in a linguistically irrelevant dimension (in this-case [ba]
on a low pitch vs. [ba] ,on a high pitch) or in their phonetic identity _([ba]
vs-. [da] on the same pitch) but the evoked potentials in the left hemiSphere
were different in the two cases. Prot that 'result it. had- been -inferred-that

the processing-of speech required a stage beyond the processing of the nonlin- .

quistic pitch parameter and,-more important, that the stage of speeth process-
ing occurred in the left hetiSphere: 'Now, in hit dissertation, Wood has added
several-other conditionS. Of particular interest here is one in, which he
measured-the evoked potentials for the isolated acoustic-cues, which were, as
in the experiment described above-, 'the second-formant transitions. The find-
ing was that the isolated cue, behaved- just like the linguistically irrelevant
pitch, not like-speech:- This-suggests, -as-does the result we-have so far
obtained in- -the analogous-dichotic-eXperiment, that the processor in the lan-
guage hemisphere -is sPeCialiied4,Tiot for sparticulartlatS of- auditory events,
but for the grammaticaltask of detOding the auditOry information _so as to
ditcover the. phonetic features..

Mord leasentoded elements: As we SaW-earlier,-only-somephonetit
segtents=7-forexatple-[h, d, g]-- are always gramtatically encoded in the sense
that infortation about them is-merged-at the_acoustit level with information
about adjacent segtents Others such-es the fricatives and_ the vowels, can_ be-,
and sometimes are, represented in the sound as if in a substitution cipher; that
is,-pieceS of sounds -can be isolated-which carry-information only about those
-segments; Still other*, the liquids and semi - vowels, appear to-have an inter-,
mediate degree of entodednets. We might _suppose that only the grammatically
encoded segments need to-be OroteSsed.by thespetial phonetic-deo-oder in-the
left hemisphere; the others-might-be:dealt with adequately by-the auditory
system. It it_of.speciai Interest, then, to note thedvidence from several
studies that the otdurreixe or magnitude of the right-ear advantage does depend .

on encodednest (Darwin, 1971; Haggard, 1971; Shankweiler and- Studdert- Kennedy,
1967). Perhaps the most telling of thete experiments is a very recent one by-
CUtting (1972). He-presented ttop-liquid-Vowel syllables dichotically- =e.g.,
[kre] to one ear, [glee] to-the other--and _found-forthe stops that-almost all
of this subjects hada right-ear advantage, while for the vowels the ear advan-
tage was almost equally-diVided, half to the right ear-and half to the left;
the results with the liquidb were intermediate between those extremes.

We might conclude, again tentatively,, that the highly encoded aspects of
speech--thote aspects most in need of grammatical decoding--are always (or
almost always) processed in the language-hemisphere. The unehcoded or less
highly encoded segments may-or may not be protested-there. We might suppose,_
Moreover, that some people tend to process all elements of language linguisti-
cally.while others-use nonlinguistic strategies wherever possible. If that is
so, could it account for at least some of the individual differences in "degree"
of ear advantage that turn up in almost all investigations?

Primary vs. secondary speech codes; cross codes. People ordinarily deal
with the complicationt of the speech code without conscious awareness. But

awareness of some aspects of speech, such as its phonetic structure, is sometimes
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achieved. When that happens secondary codes can be created, an important
example being language in its alphabetically written form. This written,
secondary code is not so natural as the. primary code of speech, but neither is
it wholly unnatural, since it presumably makes contact with a linguistic
physiology that is readily accessible when reading and writing are acquired.
Research suggests that the contact is often (if not always)-made at the phonet-
ic level (Conrad; 1972); that is, that which is read is recoded into a (central)
phonetic representation. If so, then we might expect to see the consequences
in studies of hemispheric specialization for the perception of written lan-
guage, as indeed we do (Milner, 1967; Umilta, Frost, and. Hyman, 1972).

-In addition to the complications of secondary codes, there are special
-problems arising out of the tendency, under some conditions, to cross-code non-.
linguistic experience into linguistic form. -As found in a recent experiment by
Conrad (1972), for example, confusions in short-term memory for pictures-of
objects were primarily _phonetic, not visual (or optical). Such results do not
reveal the balance of nonlinguistic and linguistic processes, -but they.make it-
nonetheless evident that in-the.perception of pictures and, Terhaps, of-other
kinds of nameable patternS, too, some aspects of the processinglaight be
guistic and therefore found-in-the language-hemisphere.

-A SPECIAL-KEY TO -THE CODE: THE GRAMMAR OF SPEECH

If -the Speech.dode were arbitrary - -that is,- if thete_Were no way to -make
sense of the relation between-signal and message=thenTerception could only be
done-byluatchinvagainst-stored-templates. in that -case there could be no very
fundamental difference-between speech and nonspeech, only-different sets of
templ -ates. Of courae, theinumber of templates for the perception of phonetic
segments would have to'be- very large. it would, at the leaSt, be larger than
the number of phones because of -the gross variations in acoustic shape produced
by- the encoding of phonetic segments iii the sound; but it would also be larger
than the, number of syllables; because the effects of -the. encoding often extend
across syllable boundarieS a- nd because the- acoustic shape -of the syllable

_ _

varies with such conditions as rate of speaking and linguistic stress.

But gratmatical codes are not arbitrary. There are rules -- linguists call
them grammart-that rationalize them. _Thus, in terms of the Chotaky-like :schete
I sketched earlier, the grammar of syntax tells -us how we can, by ruld; reshape
the string*ef segments-at the level of deep structure se as to arrive at the
often very different string at the surface. In the case of the speech code we
have already seen the general outlines of the grammatical key: a model of the
articulatory processes by which the peculiar but entirely lawful complications
of the speech code come about. The chief characteristic and greatest compliCa-
tion of the speech code, it will be recalled, is that information about succes-
sive segments of the message is carried simultaneously on the same acoustic
parameter. To rationalize that characteristic we must- understand how it is pro-
duced by the co-articulation I described earlier. Though crude and oversimple,
that account of co-articulation,tay nevertheless- have shown that a proper model
of the process would explain how the phonetic message is encoded in the sound.
Such a proper model would, be a grammar, the grammar of speech in this case. It
would differ from other grammar. :. -for example, those of syntax and phonology- -
in that the grammar of speech would be a grammar done in flesh and blood, not,
as in the case of syntax, a kind of algebra with no describable physiological
correlates. Because the grammar of speech would correspond to an actual process,
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it is tempting to suppose that the understanding of the speech code it provides
is important, not just to the inquiring scientist, but also to the ordinary
listener who might somehow use it to decode the complex speech sounds he hears.
,To yield to that temptation is to adopt what has been called a "motor theory
of.speech perception," and then to wonder if the language hemisphere is special-
ized to provide a model of the articulatory processes in terms of which the
decoding calculations can be carried out.

. One finds more nearly direct evidence for a motor theory when he asks

which aspect of speech, articulatory movement or sound, is more closely related
to its perception. That question is more sensible than might At first appear
because the relation between articulation_and.sound can be complex in the
extreme. Thus, as I have already indicated, the section of sound that carries
information about a consonant is often,grossly altered in different vowel con-z
texts; though the consonant part of -the articulatory- gesture-is not changed-in
any essential way. Tollowing_articulation rather than sound, the perception
in all these cases is also-unchanged (Liberman, 1957;-'Liberman, Delattre, and
Cooper, 1952; Lisker, Cooper,-and Liberman, 1962). -Though-such findings

support a motor- theory, I should-note-that only a weak form-of-the theory may
be necessary to account for- them. That is, they-may only suggest that the_per-
ceptioh of- phonetic featuret Converges, In -the-end, on the -same neural units
that normally conimand-their articulation; in that case the test-of the processes
underlying_speechserception and-prOduCtion could be quite separate.

Evidence of a different kind can-be-seen in the results of a recent- unpub-
lished study by L. Taylor, .B. Milner, and C. Darwin. Testing patients with
excisions of the face area in the sensori-motor cortex of the left hemisphere-,
these investigators -found Severe impairMehtt_in the patients' ability to
identify stop consonants (by pointing to the appropriate letter printed on a
card) in nonsense-syllable contexts, though the pure -tone audiogramS and per-
formance on many other verbal tasks were normal. Patients with corresponding
damage in the right hemisphere, And: those_with temporal or frontal damage in
either hemisphere, were found not-to differ from normal control subjects. It

is at least interesting from the standpoint of a motor theory that lesions in
the central face area did produce an inability to identify encoded stop conso-
nants, though, as the investigators haVe pointed out, the exact natureof
impairment, whether of perception or of short-term memory, will be known only
after further research.

The. idea that the left hemisphere may be organized appropriately for motor
controLof-xticulation,is in the theory of hemispheric specialization proposed
by Semmeb (1968). It is, perhaps, not inconsistent with her theory,to suppose,
as I have, that the organization of the language hemisphere makes a motor model
more available to perceptual processes. But one might, on her view, more simply
assume that lateralization for language arose primarily for reasons of motor
control. This would fit with the suggestion by Levy (1969) that, to avoid con-
flict, it would be well not to have bilaterally issued commands for unilateral
articulations. In that respect speech may be unique, as Evarts (personal commun-
ication) has pointed out, since other systems of coordinated movements ordinarily
require different commands to corresponding muscles on the two sides. Conceiv-
ably, then, motor control of speech arose in one hemisphere in connection with
special requirements like those just considered, and then everything else having
to do with language followed. This assumption has the virtue of simplicity, at
least in explaining how language got into one hemisphere in the first place.
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Moreover, it is in keeping with a conclusion that seems to emerge from the
research on patients with "split" brains, which is that, of all language func-

,...;,tions, motor control otispeech is perhaps, most thoroughly lateralized (Sperry
and Gazzaniga,I1967).

At all events, though the grammar of-speech makes sense of the complexly
encoded relation between phonetic message and sound, it does not tell .us'how
the decoding might be carried out. Like the other grammars of phonology and
syntax, the grammar of speech works in one direction only, downward; the rules
that take us from phonetic message to sound do not work in reverse. Indeed, we
now know the downward-going-rules:well enough, at least in acoustic form, to be
able to use them (via a computer) to _generate intelligible speech automatically
from an input of (typed) phonetic segments (Mattingly, 1968, 1971). But we do
not know how to go automatically in-the reverse direction,. from speech sounds
to-phonetic message, except. perhaps via the roundabout-route of analysis-by
synthesis--that is, by guessing at the message, generating (by rule) the appro-
priate sound, and then testing for match (Stevens-, 1960; Stevens and Halle, 1967).

Still, I should think that-we decode speech-with the aid of a model that is,
in some importantsense, articulatory: If so, we might suppose that-the func-
tional organization of the left hetisphere is-peculiarly appropriate for the
oohjoining_of-sensory and motor processes that such a,model_itplies.

Having said that the speech code is rationalized by a production model, I
should ask whether in this respect it differs from the relations between stim-
ulus and Terception in other perceptual modalities. I think perhaps it does.
In visual and auditory perceptiOn of nonverbal material the complex relations
between stimulus and perception are also "ruly" rather than arbitrary, but the
rulcs are different from thoie of the speech code,if only because the complies-
tions.between stimulus and perception in the nouspeech case do not come about
as a result of the way the hutan perceiVers.produce the stimulus: the very
great complications of shape constancy, for example, are rationalized, not in
terms of- how a perceiver makes those shapes, but by the :piles of projective
geometry. This is not to say that motor considerations are unimportant in non-
speech perception. Obviously, we must, in visual perception, take account of
head and eye movements, else the world would appear to move when it should stand
still (Teuber, 1960:1647-1648). But in those cases the motor components must be
entered only as additional data to'be used in arriving at the perception; the
perceptual calculations themselves would be done in other terms.

I wonder, too, if the fact that the speechrules work in only one direc-
tion makes them different from those that govern other kinds of perception. In
the case of shape constancy, for example, we know that one can, by the rules of
geometry, calculate the image shape on the retina if he knows the shape of the
stimulus object and its orientation. That would be-analogous to using the
grammar of speech to-determine the nature of the sound, given the phonetic
message. But in shape constancy, it would appear that the calculations could'
be made in reverse--that is, in the direction of perception. Knowing the image
shape on the retina and the cues for orientation, one ought to be able to cal-
culate directly the shape of the object. If so, then there would be no need in
shape constancy, and conceivably in other kinds of nonspeech perception, for a
resort to analysis-by-synthesis if the perceptual operations are to be done by
calculation; rather; the calculations could be performed directly.
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SPECIAL CHARACTERISTICS OF PERCEPTION IN THE SPEECH MODE

A commonplace observation about language-is .that it is abstract and
categorical. That means,_among other things, that language does not fit in any
straightforward or isomorphic way onto the world it talks about. We do not use
longer words for longer objects, or, less ..1ppropriately, louder words for bluer
objects. If we change only one phonetic segment out of four in a word, we do
not thereby create a word less different in meaning than if we had changed all
four. Apart from onomatopoeia and phonetic symbolism, which are amoug the
smallest and least typical parts of language, we do not use continuous linguis-
tic variations to represent the continuous variations of the outside world.

It is of interest, then, to note that in the case of the encoded phonetic
segments speech perception, too, is abstract. In listening to the syllable [ba],

for example, one hears the stop consonant as an,abstract linguistic event, quite
removed from the_acoustic and auditory variations that underlie it:- He cannot,
tell that the difference-between [ba] and [ga] in simplified-synthetic patterns
is only a rising frequency_ sweep in the second formant of [b] compared with a
falling frequency sweep--in- the second formant of 40-: But if-those frequency
sweeps are removed fromthe_syllable context and sounded alone, they are-heard
as-rising_and falling =pitches,- or -as- differently pitched "chirps," just as-our
inowledge-of auditory pSyChophySics-would. lead-ds to-expect. -Perception in
that auditory mode follows the _stimulus _in a fairly direct way;- in that sense,
and in contrast-to the perception of speech, it Is-not abstract.

Perception of the encoded segments of speech is, as a corollary of its
abstractness, also categorical. Thus, if we vary a sufficient acoustic cue-for
[b, d, g] in equal steps along a physical continuum, the listener does not hear
step-wise changes but more nearly quantal jumps from one perceived category to ,

another. This categorical perception has been measured by a variety of tech-
niques and has been given several different but not wholly unrelated interpre-
tations (Conway and Haggard, 1971; Fry, Abramson, Eimas, and Liberman, 1962;
Fujisaki and Kawashima, 1969; Liberman, Harris, Hoffman, and Griffith,. 1957;
Pisoni, 1971; Stevens, Liberman, Ohman, and Studdert-Kennedy, 1969; Vinegrad,
1970). It characterizes the grammatically encoded segments (e.g., stop conso-
nants), as I have indicated; but not the segments (e.g., the vowels in slow
articulation) that are, as I noted earlier, represented in the acoustic signal
as if by an alphabet or substitution cipher. Mbreover, categorical perception
cannot be said to be characteristic of a class of acoustic (and corresponding
auditory) events, because the acoustic cues are perceived categorically only
when they cue the distinctions among speech sounds; when presented in isolation
and heard as nonspeech, their perception is more nearly continuous (Mattingly,
Liberman, Syrdal, and Halves, 1971).

At all events, the grammatically encoded aspects of speech do appear to
be perceived in.a special mode. That mode is, like the rest of language,
abstract, categoriCal, and, perhaps more generally, nonrepresentational. Does
this not present a considerable contrast to nonverbal visual and auditory per-
ception? For all the abstracting that special detector mechanisms may do in
vision or hearing, perception in those modes seems nevertheless to be more
nearly isomorphic with the physical reality that occasions it. If that is
truly a difference between grammatical and nongrammatical perception, it may be
yet another reflection of the different organizations of the cerebral hemispheres.



SUMMARY

The aim of this ?aper is to suggest that the language hemisphere may be
specialized to deal with grammatical coding,4 conversion of information that
distinguishes language from other perceptual and cognitive processes. Grammat-
ical coding is unique, first, in terms of its function, which is to restructure
information so as to make it appropriate foraong-term storag: and (nonlinguis-
tic) cognitive proceising at the one end of the system and for transmission via
the vocal tract and the ear at the other.

To see further how grammatical restructurings are unique, we should look,
more narrowly, at the speech code, the connection between phonetic message and
sound. Thete we :see a grammatical conversion that produces a special relation
between acoustic.stimulus and perception: infornation about successive -seg-
ments of the perceived phonetic message is transmitted simultaneously on the
same parameter of the sound. On that basis we can dentatively distinguish that
which is graimatical or linguistic from that which is not. Then, by taking
advantage of recently developtd experimental techniques, we can discover to
what extent our hypothesis about hemispheric specialization is correct-and how
it needs to be modified.

The speech code is unique in still other ways that may be correlates of
the special processes of the language hemisphere. Thus, -the- speech code requires
a special key. To understand the relation between acoustic stimulus and per-
ceived phonetic message, one must take account of the manner in which the sound
was produced. Conceivably, the language hemisphere is specialized to provide
that "understanding" by making available to the listener the appropriate artic-
ulatory model.

The speech code is unique, too, in that it is associated with a special
mode of perception. In that mode perception is categorical, digital, and-most
generally, nonrepresentational. Perhaps these perceptual properties reflect
the specialized processes of the language henisphere.
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A_Continuum of derebral.DoMinance for Speech Perception?*

Michael Studdert -Kennedy
+

and Donald Shankweiler++

Haskins Laboratories, New Haven

ABSTRACT

A group of 22 Unselected adults and-a group of'30 right-handed
male adults were tested -on a series --of handedness measures And-oh a
dichotic CV- syllable test. Multiple regrension_methods were used-to
-determine a correlation coefficient between handedness measures and
-didhotic ear advantages of :69 (p,< .-05) for the first -grodp_and of
.54 (p< .01). tor the:§edond.groupi_ Implidatioun_of these findings
for the conceptof cerebral dominance-are diScUSsed°.-

Cerebral doMinande forlanguAge,i6=doMMonly-treated-_46,A discrete tWO-, of
at,most-three Valded:'variable. ThininlArgeiy'd*to,,the-nitdre of_ .the
observations that dupiortthedoncept and_ita-Operational definition. For as
Semmes -0.968:11Y.han_ratatked,the concept inlittle_more-ihAn_a label, a
restatement of the finding§ that lesions of-one_ hemisphere.produce- deficits
that lesions -of the'other-hetisphere-do Nonethelesa, the suspicion that
individuals may vary in of hetiaphdricaapdpetry has-bden-repeat7
edly_ expreaSed in the literature (e.g., I:dial:Willi 1960";_Hedden indAjuriaguerra,
1964). Often the suspicion arises in diacusSion of left- handed individuals in
whom the severity and duration of aphasia -tends to be reduced. For-Such cases
"greater hetispheric,equipotentiality" MAY-be hypOthesiied (Sdbitana, 1958) and
the intra-cardtid soditM_AMytal test has provided direct.eVidence of this:
soMeleft7hadders .display disturbance ofnpeech-upon injection of either hemi-
sphere (Milner, Branch, and RasmuSgen, 1966): Luria_ (1966) has extended the
hypothesis to_include right- handed- individuals. From obServationa of Some,800
patients he concludes_thatindiVidual differences in degree of aphasic dis=
turbance "cannot be entirely explained by the severity of the Iesion....The
degree of dominance of oneIgminphere in relation to lateralized processes-sudh
as- -speech varies considerably from case to case" (p. 89).

*Revised version of a paper read before the Academy of Aphasia, Rochester,
N. Y., October 1972, by M. Studdert-Kennedy.
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While there may be no reason to doubt the generality of Luria's conclusions,
they were necessarily reached by relatively coarse, ordinal measurement of
aphasic disturbance in an arduously accumulated population of patients. The
advent and refinement of the dichotic technique developed' by Kimura (1961a,
1961b) Ian made it _possible to test Luria's 'hypothesis on normal subjects. As
known, subjects asked to recognize dichoticallTpregented speech sounds tend to
perform better on sounds presented to their right ears., Kimura (1961a, 1961b,
1961) has hypothesized that this right-ear advantage reflects the greater
efficiency of the contralateral pathway, under cbnditions of dichotic competi=
tion, and dominance of the left hemisphere fat language functions. Her own and
others' work have by now amply supported this interpretation.

However, one aspect of the ear advantageadeservestiore experimental
attention: individuala differ- quite widely in -the size and direction of their
ear. advantages. -Vatiations in direction_-(left ear /right ear) are altost certain -
ly associated with variations iluthe laogdage,dordinant,hemisOhere. Kitura
(1961b) foundthat-patieriti, known by SOdiui-amYtaltesttiyhaVe speechxdpre-
petted in the left hemisphere,- were more

-accurate in reporting dichotic speech
sounds to Itit right aarai Whii0;patiehtsluieiWh,tehaVe,right heti-

,
, _

Sphere speech representation were_MoteaCcutate_on,thoSeptesentedththeit
left:Cars. 'Furthermore, :grcihOs ofieff4anded44,jects.latoiivwhOid thefe is
likely tofbeafair:ndtbet of indiVidddiShaving-Speeah,teOteSented in the
tight:heidi4heta,"(Milner, .Branch, .and BASMOSSani 1966)=] 1-sh60 teduced- mean_ right -
ear advantages or mean left -ear advantages (Bryden, 1965, 1970; C4try, 1067;
SatzAchenbach, Pattishall, and Fennel,- 1965; ZUtif and ttyden, 1969).

But variations in the_ size of_the ear advantage within hotOgeneous_hand-
edfiesagroups are more puzzling. As Was-eatlieriemarked, two conditions are
presumed necessary for an ,ear advantage to-occur in dichotic studies: greater
effidiency of the contralateral-pathWay-and Cerebral dominance for language.
To-which of these sources is the variability- in-eat advantages to be-attributed?
To -both? To neither?

Here two facts may serve -us in good stead. First is the known relation
betWeen handedness and,eetebtal dominance for language. Sedond is the fact
that handedness may be measured reliably along_d continuum (Benton, Myers,:and
Polder, 1962; Benton, 1965; Satz, Achenbadh, and Ferine-1;1 1967; Annett, 1970).
For if some portion of the variability in ear advantage is, indeed, due to
variations in the degree of cetebral dominance, we Should-expect to find a
significant correlation betweendar advantages and continuous measures of hand-
edness. A significant association between these variables has, in fact, been
reported by Satz and his colleagues (Satz, Achenbach, and-Fennel, 1967). They
shoWed that the association increased if handedness measures were used to
reclassify self-classified left-, and, to some extent, right- handers. Our
approach, in contrast, is to scrap the categories, to treat both handedness and
diChotic ear advantage as continuous variables, and to measure the correlation
between them.

For children this correlation has already been demonstrated. Orlando
(1971) used a dichotic consonants test (of the type used in the present study)
'on 4th and 6th grade boys. He found a significant correlation between ear
advantages and scores on a battery of dexterity tests, for both right- and left-
handed groups. However, the subjects of these experiments -were children for
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-whom both dominance and handedness may Still have been in the process of devel-
- opment.* Thewesent report is a-prelim nary account of a study extending the
-.Method to adults for Whot.dominante and dedness may be presumed stable.

METHOD

Subjects

Results are reported here for two groups of subjects screened for normal
hearing by _audiometry. Group 1 consists of 22 unselected adults, including
4 right- handed and 1 left-handed-female, 14 right- handed and 3 lefthanded
males. Group 2 consists of the 14 right- handed males of Group 1 together with
16 other right-handed-males, added Later to make a total of 30. tandedhess
ciattificttion is here based on -andwets'to-the_ six "primary questions" of .

Annett -(1970: with which -hand. do you write, throw a ball, swing a racket,
strike aMatch, hammer,a nail, brush your teeth? A subject was classified as
right- or left-handed.only if he- answered all six qUestioni consistently.

Subjectswere run in - -a dozen -or so tme4our sessions distributed-over
roughly two weeks. They-were-tested individUally in A-series-of handednets-
tasks,On,the first and lasidays. On .the -intervening daYstheY-weretested
;groups of 4 On-a-series of dichotic listening taikt. They WireTaid.fortheir'

tandedness_Titks:

Subjects were asked bp-perform on :seven handednets tests, assessing three
-aspects of handedness (speed,litrength, dexterity) that may or may not be
related-. They performed each task once on the first day and once on-the latt
day. The order of the first six taskt was different for each subject and. was
reverted-on thetedond run. The seventh task --(strength of grip) was-taken
last on each day by all subjects. Band-order was counterbalanced within a sub-
ject beginning with the preferred hand. A list and-brief description of the
taske for each hand on a single day follows:

1. Scissors. Time in seconds to cut a complex shape accurately (see
Figure 1).

2: Tracing. Time in seconds to trace accurately a complex pattern
betwetn parallel lines 1 nun apart (see Figure 2).

3. Crawford ScreWs [a subtest of theStali Parts Dexterity Test
(Crawford and Crawford 1956)1. Number of small screws inserted
by one hand, with support from the other, in 2-min.

4. Crawford Pegs (a subtest of the,Small Parts Dexterity Test).
Number Of pegs inserted and washers mounted by one hand, with
tweezers; in 2 min.

5. Tapping. Number of taps with metal stylus on metal plate,
counted- lectrically over six 15-sec trials.

6. Purdue Pegboard. Number of pegs plated in a row over two
30-sec trials.

7. Stoelting.Dynamometer. Total kilograms of pull on three trials.

The-test-retest reliabilities of the last two tasks were less than .30 for the
first group. Accordingly, only the first five (Scissors, Tracing, Crawford Pegs,
Crawford Screws, and Tapping) were used for later analysis.
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Dichotic Task

Nine different dichotic tests were run, but data are reported here for
only one: the consonant-vowel (CV) syllable stop consonant test. Six sylla-
bles, formed from the six. English stops, /b, d, g, p, t, k/, followed by the
vowel /ae/, were synthesized on the Haskins Laboratories parallel resonant
synthesizer. A fully balanced, 60-item dichotic tape was then prepared. Each
subject took this test twice in one day, with earphones reversed on the second
run to distribute channel effects equally over the ears, and twice-in a second
day. This yielded a total of 240 trials per ear per subject.

Scorink

An adjusted difference score, right minus left (R-L), was computed for
each subject, totaled over all runs on each task. For the handedness tasks,
all scores, whether in seconds, number of completed items or kilograms of pull,
were treated as frequency data. Using the normal distribution as an approxi-
mation to the binomial, the right hand score was expressed as a deviation from
the expected mean, to yield a,- standard score (Z- = R-L/ri;17).1

For the dichotiC test, the,phi-coefficient of correlation between perfor-
mance and ear of presentation was computed. Kuhn (1972) has shown that this
index compensates =for variations in observed laterality effects due to varia-
tions in overall performance. Equivalent to R-L/R+L 50% performance (where
the possible ear difference is at a maximum), the coefficient systematically
and symmetrically increases the weight attached to a given ear difference, as
performance departs from this level, and so permits comparison among laterality
effects independent of their associated levels of performance. It is therefore

peculiarly apt for use in a study of individual differences.

RESULTS

We begin with results fcr the 22 unselected adults. Figure 3 (left side)
presents histograms of individual scores on two handednesi tests: tracing and

scissors. Both tests yield a sighificant mean right-hand advantage, but the
scatter of scores is wide, especially for the scissors task, and the distribu-
tions are negatively skewed. Other handedness tests showed a similar pattern.

1
R (Eji)

2

//(1/2) 2N

(where R = right hand score
L = left hand score
N = R+L)

R - (R+L)

Z = 2
=

2R - (R+L) R-L

f(R +L) /4 J R+L -17PE
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On the dichoLtc consonants test (Figure 4 top) the distribution is more or less
symmetrical around a mean right-ear advantage, as measured by the phi-coefficient,
of .06. Test-retest reliabilities for lateral differences on the several tasks.
are moderately high (see Table 1), ranging from .69 for Crawford Screws to .93
for the scissors test. Table 2 displays intercorrelations among the tests.
The lower four lines show values of the product moment correlation coefficient
among the handedneis tests: all are statistically significant and form, for
this group of subjects, a relatively tight cluster. The top line shows values
of the coefficient for the dichotic consonants test and each of the handedness
tests: none of them reaches significance at the .05 level.

However, a composite index predicts the perceptual asymmetry considerably
better than the single measures. Figure 5 plots normal deviates of the obtained
ear- advantage against normal deviatet of the handedness tasks, weighted and com-
bined according to the regression equation displayed on the figure. Four of the
five -handedness tasks--all except tapping - -enter the equation and contribute
significantly, at the .05 level or better, to the' prediction. The multiple
correlation coefficient is .69. The-increase-in the multiple coefficient over
the_simple coefficients suggestS that-the several- handedness tasks measure
distinct additive components-of handedness.

The data reported so fat-are perhaps open to the objection that the-group
,4)f-unselected adults included several left-handers for-whom some relation
between handedness and degree,Of cerebral dominance might be expected. A more
telling test of the relation is,proyided by the results for the homogeneous
group of 30 right-handed males.

Figure 3 (right side) displays their performance on, the scissors and
tracing tasks: the means for the right-handers are shifted to the right rela-
tive to those for the unselected subjects, and the variability, though still
striking, has been reduced. Figure 4 (bottom) displays the distribution of ear
adijanages: the mean has again shifted to the right, but the standard deviation
is unchanged. Table 3 displays the test-retest reliabilities for lateral
differences: they range from .38 for the Crawford Pegi to .70 for the dichotic
consonants (a value identical to that for the unselected group). These are
surprisingly low, and it seems likely that more extensive testing is necessary
for a relatively homogeneous group such. as this if adequate reliabilities are
to be reached. This conclusion is supported by the intercorrelations of
Table 4. There we see that only one pair of handedness tasks (Crawford Pegs
and Crawford Screws) shows any significant correlation. On the other hand, two
tasks (Scissors, Tracing) show moderate, but significant correlations with the
dichotic scores.

Finally, Figure 6 plots the multiple regression equation. Here, only two
of the handedness tasks (Scissors, Tracing) contribute significantly, at the
.05 level or better, to prediction of the ear advantage. As might be expected
on statistical grounds, the reduced handedness range yields a lower correlation
coefficient than was found for the unselected group of adults: .54 instead of
.69. However, since the sample size was larger, the coefficient is significant
at a higher level.
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DISCUSSION

The results are consistent with the findings of Orlando (1971). Individual
differences in the size of the ear advantage covary significantly with differ-
ences in the degree of measured handedness. Taken together, the two studies
provide substantial support for the hypothesis that cerebral dominance for
speech perception should be viewed as a continuum across individuals. The
studies are, of course, restricted to a single type of4perceptual process;
phonetic recognition of English stop consonants. However, we may be justified
in speculating on the implications of such findings, should they be confirmed
and extended, for a model of the mechanism of cerebral dominance.

A main implication is that the concept of dominance, whether for language
or handedness,.must be expanded. As it stands, the concept is merely a
summary restatement of the effects of unilateral lesions. Obviously, this
cannot account for variations over more than three values: left, right, and
center. If we take any group for whom this value is fixed for both language
and handedness--say, 4group of right-handers with left hemisphere specialized
for the Major language functions - -we must-now account for two facts: irst,
the scores of individuals Within-this group- vary measures of
Both handedness and language fundtion. Second,_-these two forms of.continuous
Variation are correlated; -that is to say, -a-Significant proportion of the
Variance on both types of test has a common source.

The traditional concept of cerebral dominance (or hemispheric specializa-
tion) could, at best, account only for an association between handedness and
speech. For example, if it could be shown that both speech and manual skills
have a common source in, say, neural specialization for rapid, sequential
behavior and, further, that there were good reasons why this capacity was con-
centrated in a single cerebral hemisphere, we would not be obliged to extend
the concept'of dominance beyond its present anatomical content. Just such an
argument has, in fact, been made by Semmes (1968). From an extensive study of
brain-injured war veterans she argUes that "the phylogenetic trend toward
increased localization of function" (cf. Geschwind, 1971; Geschwind and
Levitsky, 1968) has issued in focal organization of the left hemisphere and its
consequent specialization for "behaviors which demand fine, sensori-motor con-
trol, such as manual skills and speech" (p, 11).

However, the first fact--if it be one--namely, that lateralization for,
certain functions varies continuously across individuals [and, incidentally,
perhaps within individuals across functions (cf. Day and Vigorito, 1972;
Cutting, 1972)] cannot be accounted for without extending our concept of later-
alization to include a dynamic, variable component. It seems, in fact, that we
should be viewing lateralization not simply as a fixed anatomical characteris-
tic, but rather as a process or function governing the relations between hemi-
spheres, and open to variation within and across individuals. Just how to
characterize this process we have, as yet, little knowledge to suggest.

Finally, we should stress that the data of the present study are no more
than preliminary, both methodologically and substantively. Methodologically,
future work will have to concentrate on selecting and refining the measures of -
both handedness and language dominance to achieve a fuller sampling of skills
and higher test-retest reliabilities. Substantively, the study has examined
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but one aspect of a single language function. Dichotic methods are necessarily
restricted to the study of perceptual and short-term memorial processes. But
within these limits, the technique has already been adapted to the study of a

' wide range of linguistic functions, from prosody to syntax and meaning.

Ultimately dichotic testing may even play a valuable clinical role,
answering, in some measure, the need expressed by Luria when he wrote: "It is
easy to see that our lack of knowledge concerning the degree*of dominance:of
the hemisphere in different persons and with respect to different functions is
a great handicap in the clinical investigation of patients with local brain
lesions" (1966:90).
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A Parallel Between, Degree of Encodedness and the Ear Advantage: Evidence from
a Temporal Order Judgment Task*

Ruth S; Day
+

and James M. Vigorito
+

Haskins Laboratories, New Haven

Speech sounds are not speech sounds are not speech sounds. That is, some
speech sounds appear to be more highly "encoded" than others (Liberman, Cooper,
Shankweiler, and Studdert-Kennedy, 1967). Let us illustrate this notion of
encodedness in a very simple way.

Suppose we have a syllable consisting of a stop consonant followed by a
vowel. We now break this syllable into two portions. The first segment con-
tains all the information preceding the steady-State portion of the vowel.
When-we play it in isolation, several times-in-succession, listeners usually
identify it as a coffee pot-gurgle, a Model T sputter,- or some other nonspeech
sound. However, when we play the second portion of the split syllable, listen-
ers have no difficulty in identifying it as the 'Vowel /i/.

The point of this tape splicing demonstration is illustrated in-Figure 1.
The basic sound units of speech, the phonemes, are not added op like so many
beads on a string, as shown on the left side of the display. Instead, there is
an overlapping of linguistic segments as shown on the right side of the display.
As these segments overlap, they undergo, restructuring at the. acoustic level.

Some speech sounds undergo more restructuring than others, as shown by. the
"split /p/" demonstration. The /p/"has_a_particular acoustic structure, namely
one that is appropriate to be in initial position and followed by the vowel /i/.
Therefore it cannot be- recovered perceptually after the tape splicing procedure.
Meanwhile the /i/ has undergone relatively little change as a function of con-
text. Hence it can easily be recovered perceptually despite the fact that it
has been spliced out of context.

Those speech sounds that undergo the most restructuring in the sound stream
are said to be highly "encoded, whereas those that undergo relatively little
change as a function of neighboring phonemes are said to be less encoded. In
general, stop consonants such as /p/ are highly encoded whereas vowels are
relatively unencoded.

*Paper presented at
Miami Beach, Fla.,

+
Also Department of

the 84th meeting of the Acoustical Society of America,
December 1972.

Psychology, Yale University, New Haven.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972))
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A summary of tape splicing results is shown in Figure 2. We have already
considered stop-vowel syllables such as /pi/. What happens when we apply the ,

same tape splicing procedure to other classes of speech sounds? Consider a
fricative-vowel syllable such as /si/ as shown on the right side of the display.
When listeners are asked to identify the first segment, they report hearing /s/
most of the time. This finding suggests that /s/ is not as highly encoded as
the stop consonants. Nevertheless, it is not recovered perceptually as often
as the vowel; therefore fricatives appear to be more highly encoded than vowels.

It may well be that there is an encodedness continuum for classes of
speech sounds, with stop consonants at one end, vowels at the other end, and
remaining classes such as fricatives and liquids falling in the middle.

At this point a word of caution is in order. There are several different
ways to locate classes of speech sounds on such an encodedness continuum. Tape
splicing experiments have been discussed here since they can be presented
quickly and clearly. Other types of supporting evidence can also be presented,
for example categorical perception for consonants versus vowels (Studdert-
Kennedy, Liberman, Harris, and Cooper, 1970).

What happens when we-pit phonemes within a given class against each other
in a dichotic listening task? A right-ear advantage in dichotic listening is
thought to reflect the participation of a special speech processing mechanism.
Do the highly encoded speech sounds engage this mechanism to a greater extent
than the less encoded sounds? Indeed, can we predict the magnitude of the ear
advantage by placing classes of speech sounds along an encodedness continuum
determined on independent grounds? Other investigators'have shown that dichotic
stimuli differing only in the initial stop consonant yield highly reliable
right-ear advantages. Vowel contrast pairs, however, yield inconsistent
results, with some studies obtaining a small ear advantage and others no ear
advantage at all. Such results suggest that vowels can be perceived as speech
or as nonsppech. For a recent review of this literature, see Studdert-Kennedy
and Shankweiler (1970).

The present experiment compared the ear advantages of stops, liquids, and
vowels. Note that we are interested in a rank ordering of these stimulus
classes in terms of the ear advantage: stops should have the largest right-ear
advantage, liquids less of a right-ear advantage, and vowels the least right-
ed" advantage.

METHOD

On each dichotic trial one of the items began 50 msec before the other.
The subject's task was to determine which syllable began first. Thus he had to
make a temporal order judgment (TOJ). There were three tests which differed
only in their vocabulary: the stop test used /bae, dae, gaa/, the liquid test
/raa, lae, was /, and the vowel test /i, a, u/. All stimuli were prepared on
the parallel resonance synthesizer at the Haskins Laboratories, then arranged
into dichotic tapes using the pulse code modulation system. The syllables were
highly identifiable, as determined by a binaural pretest.

The 16 subjects received all three dichotic tests. The listeners were
right-handed, native English speakers, and had no history ofhearing trouble.
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Responses were scored in the following way. Given that a particular ear
received the leading stimulus, what percent of the time was the subject correct
in'determining that that item did indeed lead? Ear difference scores were then
obtained by subtracting percent correct TOJ for one ear from percent correct
TOJ for the other ear.

RESULTS

The results are shown in Figure 3. The horizontal line indicates no ear
advantage; here performance for the two ears is comparable. The region above
this line indicates a right-ear advantage; that is, the right-ear score sur-
passed the left-ear score by the percent shown on the ordinate. The region
below the horizontal line indicates a left-ear advantage in a,comparable fashion.

Stops yielded a right-ear advantage, liquids a slight right-ear advantage,
and,vowels.....a.left-ear advantage. Thus, as we moved along the encodedness con-

I tindum from stops to liquids to vowels, the right-ear advantage became reduced
and finally disappeared. This is exactly the rank ordering predicted.

DISCUSSION

There appears to be a parallel between encodedness and the ear advantage.
If indeed the right-ear advantage in dichotic listening reflects the operation
of a special processing mechanism, then the present data suggest that the
highly encoded speech sounds require the services of this mechanism to a greater
extent than do the less encoded sounds.

The present data are compatible with those of Cutting (1972) who used con-.

sonant-consonant-vowel (CCV) syllables. The first consonant was always a stop
consonant (/g/ or /k/), the second was a liquid (/1/ or /r/), and the following
vowel was either /ae/ or /e/, yielding eight syllables in all. A different
syllable was presented to each ear at the same time and, for a given block of
trials, the subject was asked to monitor one ear and report only the syllable
presented to it. Ear advantage scores were obtained by subtracting percent
correct for one ear from the percent correct for the other ear; this analysis
was performed separately for each phoneme class. Again the rank ordering of
phonemes in terms of the right-ear advantage was stops> liquids> vowels. How-
ever, the liquids yielded a sizable right-ear advantage while the vowels
yielded no ear advantage in Cutting's experiment.' Thus the data in the present
TOJ experiment have in a sense been shifted "leftward" by comparison. There
are several possible reasons for this shift. Cutting used CCV syllables; hence
the speech processor may well have been engaged early in stimulus presentation,
such that the liquids were clearly perceived in a "speech mode" while vowels
were so perceived roughly half the time. Subjects in the present experiment
heard liquid-vowel syllables and vowels in isolation; 'hence there were no stop
consonants to engage the speech mechanism before the target contrasts were pre-
sented. Another possibly relevant factor is the type of dichotic tasks used.
Cutting's ear-monitoring task required only identification of a syllable and
not a judgment about relative timing. It could be that judgments about rela-
tive onset time are best handled in the nonspeech hemisphere, which would tend
to depress the overall level of right-ear advantage scores. Finally, the
different ear advantage levels obtained in the two experiments may have occurred
simply because different subjects were used. Individuals differ in the extent
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to which they show a right-ear advantage for dichotic speech items. Neverthe-
less, both experiments lend support to the notion that there is a parallel
between the encodedness of speech sounds and the ear advantage.
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Memory for Dichotic Pairs: Disruption of bar Report Performance by the
Speech Nonspeech Distinction*

Ruth S. Day,
+

James C. Bartlett,
+

and James E. Cutting
+

Haskins Laboratories, New Haven

When several dichotic pairs are presented in rapid succession; the best
strategy is usually to segregate the items by ear of arrival. Subjects spon-
taneously adopt this strategy in the free recall situation. They report all
the items presented to one ear before reporting those presented to the other
ear-. This finding was first reported by Broadbent (1954) and has been repli-
cated many times. Forced order of report eTeriments also demonstrate the
effectiveness of the ear report technique. Subjects are instructed to use a
particular report method for a given block-of trials. For example, in the
tine-of-arrival method, subjects must report both items in the first pair, then
those of the second, and finally those of the third. Recall accuracy for the
ear-of-arrival method is superior to that of the time-of-arrival method in the
ordered recall situation (Broadbent, 1957; Moray, 1960).

The ear report effect for rapid dichotic pairs is a hardy one. In addi-
tion to occurring in both free recall and ordered recall situations, it occurs
in a wide variety of circumstances, including word lists and digit lists (Bryden,
1964), and lists of different lengths (Bryden, 1962).

Ear report performance is reduced only when there are sufficiently am:44
cues favoring another mode of organization. One such cue is stimulus class
In a free recall task, Gray and Wedderburn (1960, Experiment II) used both zior&,
and digits and alternated them between the ears over successive diChotic
For example, one ear received "MICE-5-CHEESE" while the other ear received "3-
EAT-4." Subjects reported the items by stimulus class (NICE-EAT-CHEESE, 3-5-4")
more often than by ear. Comparable results have been obtained for recall accuracy
in the ordered report situation using mixed dichotic pairs of-unrelated words and
digits (Yntema and Trask, 1)63).

*Paper presented at the 84th meeting of the Acoustical Society of America, Miami
Beach, Fla., 1 December 1972.

+Also Department of Psychology, Yale University, New Haven.

1
Another cue is presentation rate, At slew rates, subjects perform best when
they report the items in pair-wise fashion, by time of arrival (Bryden, 1962).
In the present paper we are concerned only Frith rapid rates of presentation
(about 2 pairs/sec).

[HASKINS LABORATORIES: Status Report en Speech Research SR-31/32 (1972)]
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Not all stimulus class distinctions are equally-effective in reducing the
ear report effect. In one experiment, the individual syllables of a three-
syllable word were paitad with digits, for example, "EX-2-PATE" and "6-TIR-9"
(Gray and Wedderburn, 1960, Experiment I). Report by class, namely "EX-TIR-PATE,
6-2-9," occurred only when subjects were told that the syllables form an English
word; uninformed subjects never reported a whole word. Hence the cohesiveness
of items within a given class may be an important factor in overriding the ear
report effect.

The present study was designed to assess the effect of a different type
`-of stimulus class distinction: speech vs. nonspeech. To what extent can this
distinction override the normally useful ear report method?

METHOD

The speech stimuli were the natural speech syllables /ba, da, ga/. The
nonspeech stimuli were 500000, and 1000:Hz tones. All stimuli were 300 msec in
duration and the intensity envelopes Of-the nonspeech stimuli. were made-to re-
seible those of the speech stimuli. Stimulus editing And-dichotic tape prepara-
tiontier' were accomplished-using the pulse code modulation system at Haskins Labora-
tOries.

There were two basic types of trials, as shown in Figure 1. On segregated
trials, all three items of a given class went to the same ear: all the speech
items went to the left ear and all the nonspeech to the right ear, or vice versa.
On cross-over trials, the items of a given, class switched between the ears. In
the 2-1 case, two items of the same class were presented to a given ear, followed
by one item from the other class.' In the 1-2 case, a single item from a class
was presented to a given ear, followed by two items from the other class.- 'Finally,
in the 1-1-1 case, the class of item changed with each successive pair for a given
ear.

Note that for all trials, every dichotic pair consisted of speech to one ear
and nonspeech to the other. Furthermore, the same six items were presented in
every triplet; only the sequence (in time) and location (with respect to ear)
of these items distinguished the triplets. The various types of trials were
randomly mixed on the same tape. The interval between successive pairs was 250
msec, while the interval between successive triplets was 6 sec.

A partial report procedure was used. Before a block of triplets began, the
subject was asked to report the order in which a given subset occurred. He was
asked to report the order of a given stimulus class on some blocks; thus, he re-
ported only the order of the three speech stimuli or the order of the three non-
speech stimuli (labeled "Hi, Med, Lo"). For other blocks, he was asked to report
by ear; thus, he reekrted the order of the three left-ear stimuli or that of the
three right-ear stimuli. This procedure substantially reduced memory load. All
responses were written with the letters B, D, G and H, M, L serving to designate
speech and tr=speech,stimuli, respectively.
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RESULTS

The major results are shown in Figure 2. On segregated trials, perfor-
mance was excellent, whether subjects had to report by ear or by stimulus class.
On cross-over trials, report by class remained an excellent report technique,
but report by ear suffered greatly. Subjects were unable to monitor a single
ear successfully when it received both speech and nonspeech stimuli. Stimulug
class has an almost "magnetic attraction" in these cross-over trials. If one
listens to them with no particular strategy in mind, the items of a given class
seem to pull one's attention around, first to one side of the head, later to the
other, depending on the type of trial presented.

As we have seen, the stimulus class distinction between speech and nonspeech
is so powerful that subjects have difficulty in reporting by ear, even when
specifically asked to do so, and when only three items are involved. When we
break these data down into more detail, as shown in Figure 3, we see that report
by both speech and nonspeech remained high over all types of trials. Although
performance on nonspeech was a few percentage pointsatiove that for speech, this
difference was not statistically signifidant. The ear repoft data show a clear
contrast between_segregated and cross - over- trials, and also a difference among
the various kinds of cross -over trials. Performance on cross-over trials was
begt for ear report when two stimuli of the game class were presented to a given
ear before a switch was made to the other class;. performance was worst here when
stimulus class changed with every pair. In terms of the ear scores themselves,
there were no significant differences in performance levels between the two ears.

DISCUSSION

This experiment shows that speech vs. nonspeech is a very powerful dis-
tinction--powerful enough to reduce the effectiveness of the normally useful ear
report method in dichotic memory tests. Elsewhere we have shown that the speech-
nonspeech distinction is powerful enough to change the outcomes of other well-
known paradigms (Day and Cutting, 1971a). For example, consider identification
performance on single pair dichotic trials. When both stimuli are speech (S /S),
errors occur. It is as if the two speech stimuli are sent to a single process-
ing system. This system cannot handle two items at once, and hence, errors occur.
When''both items are nonspeech (NS/NS), errors also occur, again suggesting that
both nonspeech stimuli are overloading a single processing system. Since different
ear advantage results occur in these two cases, a right-ear advantage for S /S.
(Kimura, 1961) and a left-ear advantage for NS/NS (Kimura, 1964), it appears that
different processing systems are being called into service. Recently we showed
that when one item is speech and the other is nonspeech (SINS), 'no errors occur
(Day and Cutting, 1971a). Subjects are equally able to determine which speech
and nonspeech items are presented, even when the items have been drawn from a
test vocabulary that is as large as four speech stimuli and four nonspeech stim-
uli (Day and Cutting, 1971b). It appears then that the speech and nonspeech
items of a single S/NS pair are sent to different processing systems, each of
which can perform its work without interference from the other.

If indeed there are separable processing systems for speech and nonspeech,
then this notion would help explain the present data. Stimuli from the two classes
are sent to different perceptual systems, taking it difficult to reorganize them
in another way, say, by ear-of-arrival. It is not clear when the speech-nonspeech
distinction is made--during ongoing perception or later, during response organi-
zation. The present data suggest that the distinction may be made quite early.
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Experiments that inform the subject which subset of stimuli to report, either
before or after a given triplet is presented, are.in progress and hopefully will
help determine when the speech-nonspeech distinction is made.

In any event, it. is clear that the speech-nonspeech distinction is a very
fundamental one, one that is powerful enough to change the results of some stan-
dard paradigms. By varying the types of stimuli used'in the present paradigm,
we may be able to learn more about what makes speech, "speech" and nonspeech,
" nonspeech."
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Ear Advantage for Stops and Liquids in Initial and Final Position*

James E. Cutting+
Haskins Laboratories, New Haven

Some parts of the sound pattern of speech appear to require more linguis-
tic processing than others. In general, consonants require more of this
special processing than vowels, and some consonants require more than others.
One measure of the amount of linguistic processing required for the different
classes of speech sounds may be found in the results of dichotic listening
tasks.

When one speech stimulus is presented to one ear, and a .similar speech
stimulus to the other ear at the same time,_ the subject often has difficulty
reporting both of them correctly. Typically, he-is able. to report the speech
stimulus presented to the right ear better than the one presented,to the left.
-There is a two-fold explanation for this right-ear advantage. First, most
people process speech primarily in ,one hemisphere of the brain--usually the
left. Second, the auditory pathway from.the right ear to the left hemisphere
is dominant over the pathway from the left ear to the left hemisphere. Thus,
the Speech stimulus presented to the right ear has direct access to the speech
processor, whereas the left ear stimulus appears to travel a more circuitous
route to the processor by way of the right hemisphere and the corpus callosum
(for a review, see Studdert-Kennedy and Shankweiler, 1970).

One measure of the amount of linguistic processing required for different
classes of speech sounds appears to be the magnitude of the right-ear advantage
in dichotic listening tasks. Some speech sounds yield large right-ear advan-
tages, while others yield little or no advantage for either ear. Recently,
there is evidence that speech sounds array themselves on a continuum of right-
ear advantages. Cutting (1972a) used a dichotic ear-monitoring task and found
a large right-ear advantage for stop consonants, a reduced right-ear advantage
for liquids, and no ear advantage for vowels. A similar pattern of-results
has been found for stop's, liquids, and vowels in a dichotic temporal order
judgment task (Day and Vigorito, 1972).

One explanation for this ear advantage continuum involves the notion of
encodedness." Liberman, Cooper, Studdert-Kennedy, and Shankweiler (1967) have

defined encodedness as the general amount of acoustic restructuring a phoneme

*This is a longer version of a paper submitted for presentation at the 85th
Conventian*of the Acoustical Society of America, Boston, April 1973.

+Also Yale University, New Haven.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]

57



undergoes in different contexts. Some phonemes undergo' a great deal of
acoustic change, while others undergo less change. The highly encoded phonemes,
stop consonants, yield the largest right-ear advantages, while the relatively
unencoded vowels generally yield no ear advantage. Liquids. which are less
encoded than stops but more encoded than vowels, yield intermediate results.
Day (in press) and Cutting (1972a) have suggested that there are two continua,
an "encodedness" continuum and an ear advantage continuum, which are function-
ally parallel.

The present study was designed to study the effect of syllable position on
the ear advantage in dichotic listening for certain phoneme classes. If the
only variable responsible for the magnitude of the ear advantage is encodedness,
then variations in other parameters, such as syllable position, should have no
effect. To insure that encodedness was held constant stimuli were synthesized
so that the acoustic structure of initial and final consonants were mirror
images of each other.

GENERAL METHOD

Stimuli. Twenty -four syllables were prepared on the Haskins Laboratories
parallel resonance synthesizer: twelve were consonant -vowel (CV) syllables
and twelve were vowel-Consonint (VC) syllables. All possible combinations of
the consonants /b, g, 1, r/ and the vowels /i, ae, o/ were used: thus, there
were six stop-vowel syllables (/bi, bae, bo, gi, gae, )304, six vowel-stop
syllables (/ib, aeb, ob, ig, aeg, pg/), six liquid-vowel syllables (ili, lae,
lo, ri, rae, ro/), and six vowel-liquid syllables (/il, ael, 31, ir, aer, or/).
The stimuli were 325 msec in duration and all had the same falling pitch con-
tour. Except for pitch, the CV and VC syllables were exact mirror images of
one another. As shown in Figure 1, the acoustic structure of /bae/ is iden-
tical to that of /aeb/ except that the time axis has been reversed. The
syllables /lae/ and /ael/ show the same relationship, as do all other CV-VC
pairs with the same consonant and vowel. This reversal was accomplished using
a revised version of the pulse code modulation (PCM) system at Haskins Labora-
tories (Cooper and Mattingly, 1969). This system enables the experimenter to
reverse the time axis of a stimulus in the memory buffer, flipping it end to
end, without changing any other parameters. The command for this operation is
FLIP. Stop consonants which preceded the same vowel differed only in the
direction and extent of the second formant transition. Liquids which preceded
the same vowel differed only in the direction and extent of the third formant
transition. This same pattern is true for stops and liquids which followed the
same vowel.

Subjects. Sixteen Yale undergraduates served as subjects in two tasks.
They were All right-handed native American English speakers with no history of
hearing difficulty. Subjects were tested in groups of four, with stimuli
played on an Ampex-AG500 tape recorder and sent through a listening station to
Grason-Stadler earphones.

TASK I: IDENTIFICATION

A brief identification test was run to assess the quality of the stimuli.

Tapes and procedure. Subjects listened to one token of each stimulus to
familiarize themselves with synthetic speech. They then listened to two binaural
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identification tapes, each with 120 items. One tape consisted of the.stop
stimuli and the other consisted of the liquid stimuli. Each of the twelve
stimuli within the stop and the liquid sets was presented ten times in random
sequence with a two-second interstimulus interval. Subjects were asked to
identify only the consonant in each of the stimuli, writing B or G for the
stops, and L or R for the liquids.

Results. The stimuli were highly identifiable. All were identified at a
rate of nearly 90 percent.

TASK II: EAR MONITORING

Tapes and procedure. The same 24 stimuli were used; however, this time,
instead of presenting one stimulus at a time, two stimuli were presented simul-
taneously, one to each ear. These dichotic tapes were prepared on the PCM
system. Two tapes were made for the set of stop stimuli and two tapes for the
set of liquids. Within each set two rules governed the pairing of stimuli:
(1) both stimuli in a dichotic pair were either CV syllables or VC syllables,
and (2) the two stimuli shared neither the same consonant nor the same vowel.
Thus, /bae/ was paired with /gi/ and /g3 /, while /aeb/ was paired with /ig/ and
/zg /. The same pattern was followed for the liquid stimuli. The reason for
using different vowels in the dichotic pairs became evident in a pilot study.
Liquid stimulus pairs such as /li / - /ri/ were perceived as a single ambiguous
stimulus: subjects heard only one item and it appeared to be an acoustic
average of the two stimuli. Cutting (1972b) has described this type of psycho-
acoustic fusion as a low-level, perhaps peripheral, process. One way to elim-
inate this type ofifusion is to pair stimuli that differ in vowels. This pro-
cedure allows more central processing to occur.

Each tape consisted.of 72 dichotic pairs: (6 possible pairs within a syl-
lable class) X (2 syllable classes, CV and VC) X (2 channel arrangements per
pair) X (3 replications). Two such tapeS with different random orders were
prepared for the stop stimuli. Two similar tapes were prepared for the liquids.
All tapes had a three-second interval between pairs. Subjects listened to two
passes through each 72-item tape for both stops and liquids, yielding a total
of 576 trials per subject.

Subjects were instructed to monitor only one ear at a time, and to write
down the consonant that was presented to that ear, B or G, L or R. For each set
of stimuli the order of ear monitoring was done in the following manner: half
the subjects attended first to the right ear for a quarter of the trials, then
to the left ear for half the trials, and then back to the right ear for the
last quarter (RLLR). The other half of the subjects attended in the opposite
order (LRRL). There was a brief rest between blocks of 72 trials. The order
of headphone assignments and the order of listening to the stop and liquid
dichotic tapes were also counterbalanced across subjects.

Results. The task was quite difficult: overall performance for all stim-
ulus pairs was 67 percent. There was no difference in the overall performance
for the stop stimuli and the liquid stimuli. Syllable position, however, proved
to be important: performance on the initial consonants was slightly better than
on the final consonants. Subjects were 70 percent correct for both initial stops
and initial liquids, while they were only 64 percent correct for final stops and
final liquids. This net 6 percent difference was significant, F(1,15) = 15.4,
p <.005.
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Both initial and final stops yielded a right-ear advantage. Furthermore,

both ear advantages were of the same general magnitude. While monitoring
initial stops, subjects were 73.8 percent correct for the right ear and 67:4
percent correct for the left ear. Subtracting left-ear scores from right-ear
scores, they had a net 6.4 percent right-ear advantage. Final stops yielded a
similar pattern. Subjects were 66.8 percent correct for the right ear and 60.9
percent for the left ear, yielding a net 5.9 percent right-ear advantage. Both
right-ear advantages were significant, F(1,15) = 8.5, p <.025, and there was
no significant difference between them. Figure 2 shows the net ear advantages
for both types of stop pairs.

The liquids yielded a different pattern of results than the stops.
Initial liquids yielded a right-ear advantage, but final liquids did not.
While monitoring initial liquids, subjects were 72.9 percent correct for the
right ear and only 66.1 percent correct for the left ear, yielding a net 6.8
percent right-ear advantage. This right-ear advantage, like those of the
initial and final stops, was significant. Final liquids, however, yielded no
significant ear advantage. Subjects were 62.9 percent correct for the right
ear and 64.5 percent correct for the left ear, yielding a net 1.6 percent
left-ear advantage. -Thus, unlike the stops, the liquids show a pattern of
results which varies according to the position of the target phoneme within
the syllable. The (Ear) X (Syllable class) interaction for the liquid stimuli was
significant. F(1,15) = 6.4, p <.025. Figure -2 shows the net ear advantages
for the liquid pairs.

DISCUSSION

Degree of encodedness is a measure of the simultaneous transmission of
speech sounds. The more highly encoded the speech sound the more its acoustic
structure is folded into the acoustic structure of neighboring sounds. Dif-
fering degrees of encodedness appear to require differing degrees of special
linguistic processing, and this processing appears to require a facility
unique to the left hemisphere. Furthermore, encodedness of classes of speech
sounds and the resulting ear advantage that those sounds yield in a dichotic
listening task appear to be directly correlated. Phonemes which are highly
encoded typically yield large right-ear advantages, phonemes which are rela-
tively unencoded typically yield small or no ear advantages, and phonemes
which are intermediate on the encodedness continuum typically yield intermedi-
ate ear advantages. If no linguistic principle other than encodedness influ-
ences thedirection and magnitude of the eat advantage, then one would expect
that,when the acoustic structure of the phonemes is held constant, ear advan-
tages would be comparable for those phonemes in both CV and VC syllables.
Indeed, in the present study stop consonants showed this relationship: com-

parable right-ear advantages were found for initial and final stops. Liquids,

however, did not show this relationship. Initial liquids yielded a right-ear
advantage, whereas final liquids did not, even though both types of liquids
were made to have the same acoustic structure (but reversed in time).

Stop consonants are more highly encoded than liquids. Two recent studies
have shown that stop consonants yield larger right-ear advantages than liquids
(Cutting, 1972a; Day and Vigorito, 1972). The results of the present study
show the same general pattern. Collapsing over the syllable position in which
the stops and liquids occur, stops yielded a 6 percent right-ear advantage and
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liquids yielded a 3 percent right-ear advantage. However, when we look only
at the ear advantages for initial stops and initial liquids, we find that both
yield right-ear advantages of approximately 6 percent at comparable performance
levels. Perhaps the most satisfactory explanation for this discrepancy may be
found in the magnitude of the ear advantages. Note that the right-ear advan-
tages in the present study are comparatively small in relation to those of pre-
vious studies. Let us compare the results of the present study with those of
Cutting (1972a). Both were ear monitoring tasks, yet the results of the-present
study show ear advantages of 6 petcent for stops and liquids in initial position,
whereas those of the previous study show ear advantages of 12 and 9 percent for
stops and liquids respectively.' Perhaps in the present study ear advantage
scores were too small to manifest differences between stops and liquids in
initial position.

Liquids as consonants and liquids as vowels. A right-ear advantage in
dichotic listening is typically found for consonants, while no ear advantage is
typically found for vowels. With this scheme in mind we might interpret the
results of the present study in the-following manner: initial liquids yield
results which are typical of consonants, while final liquids yield results which
are typical of vowels. Let us pursue this idea further. Liquids are maverick
phonemes. In several distinctive feature systems (Jakobson, Fant, and Halle,
1951; Halle, 1964) they are considered to have both consonantal (consonant-like)
and vocalic (vowel-like) features. Perhaps it is the initial liquids which are'
more like consonants and the final liquids which are more like vowels.

Consider differences in phonetic .trinscription: initial and final liquids
are often represented by different phonetic symbols. For example, the two /r /-
sounds in the word RAIDER may be transcribed differently. A typical phonetic
transcription of RAIDER is /red' /. The initial In is treated as a consonant,
while the final /4 is treated as a vowel2 (see Bronstein, 1960:116ff). A simi-
lar treatment may be found for /1/. Following Bronstein the. two /1/-sounds in

LADLE may be phonetically transcribed in a different manner. One such tran-

scription is /ledI/. The initial /1/ is considered to be "light," whereas the
final /1/ is considered to be "dark" and is identified with a bar across the

middle of the symbol. Bronstein considers the dark /1/-sound to be similar to

a back vowel. Perhaps it is the light /1/ which functions more like a consonant,

1
A possible explanation of this decrease in the right-ear advantage may lie in
the pairings of the stimuli: in the present study items in a dichotic pair
differed in both consonant and vowel. The data of Studdert-Kennedy, Shankweiler,
and Pisoni (1972) show that smaller right-ezr advantages are obtained when con-
sonant-target stimuli have different vowels than when they have the same vowel.
Thus, the right-ear advantage for pairs like /bi/-/tu/ is smaller than for
pairs like /bi/-/ti/. In the present study dichotic pairs were of the type
/bi/-/gae/ and /li / - /rae/ rather than /bi/-/gi/ and /li / - /ri /.

2
Brackets (---] are often used to signify phonetic transcriptions while slashes
/---/ are often used to signify phonemic transcriptions (Chomsky and Halle,
1968:65). I have adopted to convention of using slashes for both for the sake

of simplicity.
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and the dark /I/ which is more like a vowel. No phonemes other than /1/ :lnd
In are transcribed differently as a function of their position within a
syllable.

Initial and final liquids also show different developmental patterns. All
allophones of In and /1/ appear to be difficult for the young speaker to pro-
duce. Templin (1966) has noted that the two liquids, along with AI, are the
most difficult phonemes to master. Upon re-examination of previous findings,
however, we find that initial liquids are generally easier to produce than
final liquids. The data of Curtis and Hardy (1959) show that children who have
difficulty with /r/-sounds have much less trouble pronouncing the initial In
than final /r/. The data of Templin (1957) show the same relationship it
normal children for the two types of /1/: initial /1/ is easy for children to
produce, whereas they have great difficulty with final, /1/. No phonemes other
than /1/ and in show this differential developmental rattern as a .function of
syllabic position.

Initial and final liquids can be distinguished on sever:: bares, including
phonetic transcriptions and developmental patterns. Perhaps these are among
the reasons that liquids yield different ear advantages in dichotic listening.
Except for the time reversal, the liquids in the present study are acoustically
identical, yet perceptually they are not identical.

CONCLUSION

Encodedness appears to '4 a useful and highly accura".e predictor of the
direction and magnitude of the ear advantage for classes of speech sounds in
dichotic listening tasks. It has been defined as the general amount of
acoustic restructuring that a phoneme undergoes in various contexts. Highly
encoded phonemes (stop consonants) typically yield the largest right-ear
advantages; less highly encoded phonemes (liquids) typically yield smaller
right-ear advantages; and relatively un,ncoded phonemes (vowels) typically
yield no ear advantage: Encodedness, however, cannot account for the direc-
tion and magnitude of ear advantages for all phoneme classes in all situations.
Other, second-order linguistic factors may produce differential ear advantages
within a phoneme class, even when the acoustic structure (encodedness) of the
phonemes is held constant. For liquids one such factor is syllable position.
They yield ear advantages more like those of highly encoded consonants when
they appear in initial position, and yield results more like those of unen-
coded vs s when they appear in final position.
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A Right-Ear Advantage in the Retention of Words Presented Monaurally

M. T. Turvey,
+

David Pisoni,
++

and Joanne F. Croog
+

Haskins Laboratories, New Haven

Subjects were presented lists of 16 words at the rate of one
word every two seconds in a probe memory paradigm A list and its
probe were presented in a random basis to,either%the right ear or
the left ear. 'A distinct right-ear superiority Was found-in both
the primary and secondary memory components of the short-term
retention function.

INTRODUCTION

Several lines of evidence saggest,that speech perception is markedly
different from nonspeech auditory perception and that special processors may
be involved (see -Liberman, Cooper, Shankweiler, and Studdett-Kennedy, 1967;
Studdert-Kennedy, in press; Studdert-Kennedy and Shankweiler, 1970). This view
is supported, in part, by clinical and laboratory observations indicating that
speech and nonspeech are processed in different paits of the brain. Thus,
Kimura (1961) discovered with normal subjects that if pairs of contrasting
digits were presented simultaneously to right and left ears, those received by
the right ear were more accurately reported; while if contrasting melodies were
simultaneously presented, those received by the left ear were mor accurately
reported (Kimura, 1964). The right-ear superiority for dichotically presented.
verbal items has been repeatedly confirmed for both meaningful and nonsense
speech (e.g.; Broadbent and Gregory, 1964; Bryden, 1963; Curry and Rutherford,
19671 Shankweiler and Studdert-Kennedy, 1967): The left-ear superiority in the
recall of dichotically-presented nonspeech sounds has been confirmed for musical
sequences (Darwin; 1969), sonar signals (Chaney and Webster, 1965), environmental
noises (Curry, 1967), and clicks (Murphy and Venables, 1970).

Kimura (1961) attributed the right-ear advantage for dichotically opposed
speech signals to the predominance of the left hemiSphere fOr speech perception
(in the majority of individuals) and to the functional prepotency of the crossed
over the uncrossed auditory pathways. Evidence for the latter notion has come
from several sources (e.g., Bocca, Caleano, Cassinari, and Migliavacca, 1955;
Milner, Taylor; and Sperry, 1968; Rosenzwgig, 1951).

J
+Also University of Connecticut, Storrs.

-H-
Also Indiana University, Bloomington.

[HASKINS LABORATORIES: Status Report on Speech Research SR -31/32 (1972)].
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For the most part the available evidence suggeSts that ear asymmetry occurs
only under conditions of dichotic opposition; ear asymmetry with monaural pre-
sentation has been rarely, if ever, observed.(Kimura, 1967; Satz, 1968). There
seems to be at least one good reason why the demonstration of asymmetry should
be restricted to dichotic stimulation. Milner, Taylor; and Sperry (1968)
observed that under dichotic stimulation right-handed, commissurectomized

patients were able to report verbal stimuli:presented to the right ear, but not
those presented to the left ear. On the other hand, with monaural presentation
they performed equally well with either ear. This has been interpreted to mean
that the ipsilateral pathway from left ear to left hemisphere is suppreSsed
during dichotic stimulation, and with the callosal pathway sectioned, stimulation
reaching the right hemisphere by means of the cOltralateral path is unable to
transfer to the left hemisphere.

These data of Milner, Taylor, and Sperry (1968) (and also, Sparks and
Geschwind, 1968) and their interpretation justify the rationale for the later-
ality effect proposed by Kimura (196i, 1964). Consider the stivation in which
under dichotic stimulation, normal left=hemisphere dominant subjects correctly
perdeive a left-ear speech input. We may pretume that the input has,been sup-
pressed ipsilaterally but that'it has reached the right contra-
lateral

,hetiSphere,by the contra
lateral path and-from-there it has tranSfetred_acroSt-the callosal route to the
left hemisphere where it is processed: ThuS.4etbaritem6 -presented simulta-
neously to the tight snd left ears may be viewed-as converging-Oh the left'hemi=
sphere by different routes: those from the right ear go-by the direct contra-
lateral routes while thote froM the left ear travel an indirect and somewhat
longer path, crossing first to the right hemiSphere then across the commissure
to the left. We- should suppose,. therefore, that the left-ear input, having to
take an indirect route to the speech processor, is at a distinct disadvantage.
Hende, the ear asymmetry occurs under didhotid stimulation.

In the present experiment we sought to determine whether ear differences
might be demonstrated monaurally if the speech processor and its attendant
speech-memory systems were severely taxed. Notable exceptions to-the "asymmetry
only under dichotic stimulation" rule are experiments by Bakker (1967, 1969) and
Bakker and Boeynga (1970) which suggest that the retention of word, lists is
superior for monaural right-ear presentation, with the magnitude of the effect
varying with list length (somewhat unsystematically) and recall method. Our
experithent makes use of the Waugh and Norman (1965) probe'short-term memory
(STM) paradigm. This paradigm has the advantage of allowing for the separation
of the two hypothesized memory systems--short-term store (STS) or primary
memory, and long-term store (LTS) or secondary memory--which purportedly underlie
the retention of mateiLal over brief periods of time. Our original expectations
were that if a monaural right-ear advantage occurred it would probably be
restricted to the STS component becauie of the close relation between this store
and perceptual processes. However, the evidence presented here will show,that
both STS and LTS benefit from right-ear presentation.

METHOD

Subjects

The subjects were 34 undergraduates from the University of Connecticut who
par..icipated in the experiment as part of a course requirement. All subjects
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, were native speakers of English and handedness was not a criterion for partic-
ipation in the experiment.

Lists

Thirty-six lists of 16 unrelated words were constructed. Words were drawn
from the Thorndike and Lorge (1944) count in a quasi-random way, such that the
sums of Thorndike-Lorge word frequencies in each list differed by less than 10%.

A probe word was chosen for each list so that items in positions 3, 5, and
7 were tested two times each for right- and left-ear_presentation while items
in positions 11, 13, and 15 were tested four times each for right- and left-ear
presentation.

Procedure

Lists were tape-recorded at a rate of 2 sec per word. 'Before the presen-
tation of each list a bell signaled the subject to be alert.

Each subject was instructed to fix his attention on every word as it was
presented and not to review old wordS. At the-end.of a_list a bell sounded
again, followed by the probe word. TheSubject then attempted to respond with
that word in the list that followed the probe word.

Each subject was encouraged to guess and, each was given 25 sec to write
down his response before the next list began. Four unanalyzed practice lists
preceded the 36 experiiental lists. Three, 2-min rest periods were alloyed.

Each list and its respective probe word were presented to either right or
left ear via a set -'of Grason-Stadler TDH-39 earphones. The position of the
probe word was also randomized from list to list so that before presentation of
any given list the subjectdid not know on which ear the list would be heard or
what item would be probed for. The earphones were alternated across subjects
to balance for possible channel effects.

RESULTS

The proportion of correct responses for each position tested is shown in
Figure 1. The total number of correct responses per subject was significantly
higher on a Wilcoxon matched-pairs test for right-ear prebentation than for
16ft-ear presentation, P4C.001. Of the 34 subjects, 26 showed a raw score
right-ear superiority While only three subjects gave a left-ear superiority;
the remaining five subjects performed equally well with either ear.

It is generally argued that the retention of material over brief periods
of time is jointly determined by STS and LTS (cf. Kintsch, 1970). On the view
that the two, storage systems are stochastically independent, Waugh and Norman
(1965) suggested that in the probe paradigm the probability of recalling an item
in position i, P(Ri) is: P(Ri) = P (STSi) + P(LTS) - P(STSi) P(LTS). Where
P(STSi) and P(LTS) are the probabilities of recalling an item from short-term
and long-term storage respectively. It is assumed that P(LTS) is independent
of an item's position in the list and that P(STSi) is maximal for the most'
recent item, and decreases monotonically as a function of the distance from
the end of the list, reaching zero after approximately seven to ten intervening
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items. Taking the mean recall probability of items in positions 3, 5, and 7
as an estimate of P(LTS), the STS components of the data in Figure 1 can be
computed from the equation above uncomplicated by the LTS component. Figure 2
gives the estimated STS and LTS components for-right- and left-ear presentation.
Wilcoxon matched-pairs tests conducted separately on the STS components and LTS
components revealed a right=ear advantage in both cases, P <.005 and P< .001,
respectively.

DISCUSSION

The present experiment has shown that dichotic stimulation is not a
necessary condition for demonstrating a right-ear advantage for recall of-
verbal material. Therefore, we must assume that the crossover auditory path-
ways are functionally prepotent even in the absence of dichotic stimulation.
Thus, an input monaurally to the right ear has some advantage for left-hemi-
sphere processing, and, presumably, an input monaurally to the left ear has an
advantagg-for right-hemisphere processing. When the input is verbal and the
left ear is the recipieht.the major or more impoitant route (but-obviously not
the only route) taken by that input is the contralateral path to the right hemi-
sphere followed, in turn, by the callosal path to the left hemiaphere. On the
other hand, a verbal ihptit to thesright ear is conveyed more directly to the
left hemisphere. .

How should we, view the advantage of right-ear presentation in this expert!,
ment? Let us first examine the ideas forwarded to account for ear asymmetry
under conditions of dichotic stimulation. There it has been suggested that
the right-ear advantage occurs because the left-ear input traveling an indirect
path to the speech processing hemisphere suffers a "loss" of auditory informa-
tion (Studdert-Kennedy and Shankweller, 1970). In'other words, it is suggested
that the left hemisphere receives a comparatively impoverished signal from the
left ear for speech processing. The impoverishment may be due to the longer
route taken by the left-ear input, i.e., information may be lost during inter-
hemispheric transfer; in addition, or instead, the left-ear input may have to
queue because the speech processing machinery to which it seeks access is busily
engaged with processing the right-ear input. It is argued that in the course of
queueing the left-ear signal, decays.

The queueing notion applies to the dichotic situation but not to the pooret
left-ear performance ih the present experithent. On the other hand, the idea
that the left-ear signal is-somehow "degraded" during callosal transmission is
relevant to the present concern. We could suppose that the degradation which
occurs is in the form of a reduced signal-to-noise ratio, or we could argue
that what is transmitted callosally is not so much a degraded signal as it is a
recoded version of the input, reflecting the processing operation of the right
hemisphere. In any event, it can be argued that under conditions of monaural
stimulation the speech processing apparatus receives an input from the left ear
which is for some reason difficult to process and, therefore, perhaps, takes
more time to process than an input from the right ear. This should not be
taken to mean that perception of verbal material received by the left ear is
less distinct or less adequate than the perception of verbal material received
by the right ear. Rather, it is just more difficult for the speech processing
machinery to achieve that adequate perception of left-ear speech stimulation.
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1

Various experiments have pointed to a close relation between STS and
limited processing capacity.(e.g., Dillon and Reid, 1969; Posner and Rossman,
1965). If a subject is required to retain verbal items and to perform concur7,
rently a subsidiary arithmetic task, then short-term retention may suffer or
performance on the subsidiary task may suffer or both may suffer. In general
the more demanding the subsidiary, task is, the lower is the level of short-term
retention. Both Posner (1966) and Moray (1967) have argued for a limited pro-
cessing .capacity which-can be partitioned across the various components of a
task or partitiOned across the various components of concurrent tasks. If, as
argued above, the processing of speech fafom the left ear is more demanding and
more time consuming. than the pr'oces'sing of speech from the right ear then pre-
sumably less capacity should be available for maintaining left-ear items iu STS.
Hence, STS for verbal items received on the left ear should be poorer than STS
for items received On the right ear. And if items in STS are transferred with
some.probability to LTS (c.f. Waugh and Norman, 1965) then a poorer STS repre-
sentation should lead to a poorer LTS representation. Hence, left7ear material
should be registered in ITS less accurately than right -ear' material.

Central to the .foregoing interpretation of the present data is the idea
that,theprocesses of perceiving and_ rehearsing are OppoSitD.Te., It is
suggested that they both compete fgt. the limited central processing capacity.
An alternative version of this idea is that-the. perception _arid rehearsal of
speech share a common device. One major theorkholae that speech is perceived
by reference to'nechanisms underlying. articulation (Liberman et al., 1967).
It IS also a commonplace view that rehearsal of verbal material engages the .

mechanisms underlying articulation (Peterson, 1969). Thus it can be argued that
in a memory task (such as the probe paradigm of the present experiment) both the
perception of current verbal items and-the rehearsal of earlier ones depend upon
the articulatory apparatus. Consequently, where rehearsal demands are high we
should expect ear asymmetry in retention to parallel ear asymmetry in perception.
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A Right-Ear Advantage in Choice Reaction Time to Monaurally Presented Vowels:
A Pilot Study

Michael Studdert-Kennedy
+

Haskins Laboratories, New Haven

ABSTRACT

In a pilot experiment with five subjects monaural reaction times
for the identification of three synthetic, steady-state vowels,
/I, e, ae/,, were measured as a function of their duration (80 msec
vs. 20 msec). On the long (80 msec) vowels, four of the five sub-
jects were faster in identifying-vowels presented to their right
ears than those presented to their left ears. But the mean right-
ear advantage of 22 .cosec .was not. significant. On the short (20 msec)
vowels all subjects showed a right-ear advantage, and the mean ad-
vantage of 48-msec was significant. The shift in the right-ear ad-
vantage, as a function of vowel duration, showed small between-subject
variability and was highly significant.

That dichotic competition is a necessary condition of the right-ear advan-
tage,for the perception of speech has become a commoalplace of the literature
since Kimura (1961a, 1961b) first formulated the hypothesis and presented evi-
dence in support of it. Her model has subsequently been favored by the results
of work with split-brain patients (Milner,.Taylor, and Sperry, 1968; Sparks and
Geschwind, 1968) and by a number of studies (e.g., Day and Cutting, 1970; Darwin
1971a, 1971b) demonstrating limits on the classes of competing sound sufficient
to produce - -a -right -ear advantage. Where such studies show that a competing pure
tone, for example,,does not produce an ear advantage for certain classes.of
spee# sound, we may reasonably infer that monaural presentation of the same
speech sounds would also have failed to yield an ear advantage.

Nonetheless, scattered reports of monaural ear effects have begun to appear.
Bakker (1967, 1968, 1969, 1970), for example, has repeatedly shown right-ear
advantages for recall of monaural* presented lists of words. Bever (1970);
PiSoni, Jarvella, and Tikofsky (1970); and Herman (1972) have reported right-
-ear advantages in recall, and in time taken for recall, of monaurally presented
sentences. Recently, Turvey, Pisoni and Croog (1972) have found right-ear

Also Queens College and the Graduate Center of the City University of New York.
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advantages in both primary and secondary components of the short-term retention
function for monaurally presented word lists. All these studies have dealt
with'recall rather than with immediate perception. Taken with the assumption
that monaural presentation can yield no ear advantage in perception, this leads
to a paradox. Hew can memory for an utterance display an earmark, several.
seconds after the perCeptual process has been completed, if that mark was not
imprinted when the information that it conveys was immediately available, namely,
during initial perceptual analysis?

The paradox is resolved if we assume that the earmark is imprinted during
perception, but that our methods of detecting it have been inadequate. The pre-
sent pilot study was therefore designed to determine whether a ne measure of
performance, reaction time, might not reveal monaural ear differences where
percentage correct, or itsderivatives, had failed. Springer (1971a, 1971b) has
demonitrategssignificant right-ear advantages in reaction time to stop consonants
under conditions of dichotic competition, most recently where the competing stim-
ulus' was white noise (Springer, 1972), which typically yields no ear effect in
measures of percentage correct, and which yielded none.in her experiment. She

has suggested that reaction time may prove td be a more sensitive measure than
grogg identification scores in -studYing laterality effects. For-monaural work
thenseof reaction time seems additionally apti Since-the only studies in which
monaural ear-advantages-have been-reported' (the-reCall studies mentioned-above)
are those that have exerted temporal presSure on the perceptual and memorial
systems.

As stimuli for the study, steady-state vowels were chosen, partly because
they belong to a class of stimuli for which ear advantages in terms of percent-
age correct have proved difficult to demonstrate, and partly-because there is a
tempting parallelism. between categorical perception studies and dichotic studies.
In the first, consonants tend to be perceived categorically, vowels continuously,
while in the second, consonants typically yield a right-ear advantage, vowels little
or none. Since Pisoni (1971), among others, has demonstrated that perception'of
brief (50 msec) vowels tends to be more categorical than perception of.their longer
(300_msect'ainferparts, a similar .shift in the ear advantage f6r vowels, as a
funcEion of duration, would be a step toward linking the phenomena of categori-
cal perception and right-ear advantages.

METHOD

Two sets of three steady-state vowels, /I, t, ae/, were synthegized on the
Haskins Laboratories' parallel resonant synthesizer. The first set had durations,
of 80 msec (long vowels), the second had durations of 20 msec (short vowels).
The intensities of the second set were increased by 6 db relative to those of the
first, in order to match the two sets for energy.

For both sets the same test order was used. It consisted of 20 binaural
trials in which the three vowels were presented in random order approximately
seven times each, and 60 monaural trials in which the three vowels were pre-
sented randomly ten times to each ear. For the monaural section, ear of pre-
sentation was semi-randomized within blocks of ten so that, in any block, five
vowels were.presentedto the left ear, five.to the right. There were 3-sec

-intervals between trials and a 10-sec interval after every tenth trial.
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Five subjects, four women and one man, listened to the tapes individually
in a quiet room. They heard each tape twice, once with the earphones reversed
to distribute channel effects equally over the two ears. This yielded a total
of 40 binaural and 60 monaural trials on each ear for each subject. A subject
sat before a reaction time board, on which there were four buttons: a central
"home" button, on which the subject rested his right index finger between trials,.
and three appropriately labeled response buttons arranged above the home button
in a 3-inch arc with a radius of two inches. Subjects were instructed to re-
spond as rapidly as they could without losing accuracy.

The stimuli and the subjects' responses were recorded on separate channels
of a two-channel tape recorder. Depression of a response button released a
characteristic voltage, so that the experimenter could read a VU meter and-re-
cord the subject's identification. The recorded stimuli and response button
voltages were-later used to start and stop a Hewlett - Packard electronic counter,
yielding reaction times in msec.

RESULTS

Since this was a pilot study, reaction times were not transformed, and means
rather than medians were computed. Table 1 presentsthe mean reaction times in
msec for the five subjects under the several conditions of the experiment. The
reaction times are-relatively long for a three-choice response, but movement from
home to response button must account for a fair proportion of the total time.

TABLE 1: Mean reaction times in milliseconds to long (80' msec) and
short (20 msec) synthetic vowels presented binaurally and
monaurally.

Subject

Long Vowels . Short Vowels

Binaural
Monaural

Left Right Binaural
Monaural

Left Right

1 641.9 651.3 660.7 753.1 789.0 771.6

2 623.1 688.1 683.7 592.1 693.2 660.8

3 466.7 531.3 519.7 469.5 558.2 512.0

--4 675.3 685.5 674.0 632.6 738.9 706.5

5 652.6_ 782.6 691.8 : 755.4 822.5 710.8
k

Mean 611.9 667.8 646.0 640.5 720.4 672.3

As was expected, mean reaction time was longer for the short, phonetically 1

."difficult," vowels than Tor the long vowels. All subjects show .this effect for

both ears under Ilionaural vresentation. Subjects 2 and 4 reverse the effect under
binaural presentation. Binaural reaction times are also faster than monaural,
the only exceptions being for subject 4 who is slightly faster on his right ear
for the long vowels and for subject 5 who is faster on his right ear for the

short vowels.
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Table 2 displays ear differences in mean reaction times (RT) to long' and
short vowels presented monaurally: mean RT for the right ear is subtracted
from mean RT for the left ear, so that a positive difference indicates a right-

s ear advantage, a negative difference a left-ear advantage. For the long vowels

TABLE 2: Ear differences in mean reaction times (RT), in msec to long
and short vowels presented monaurally. (L = mean RT for left
ear; R = mean RT for right ear).

Subject
Long Vowels

L-R
Short Vowels

L-R

Short-Long Difference
(L-R

short
)-(L-R )

Lana_
1 -9.4 17.4 26.8

2 4.4 32.4 28.0

3 11.6 46.2 34.6

4 11.5 32.4 20.9

5 90.8 111.7 20.9

Mean 21.8 48.0 26.2

t 1.23 2.90 10.28

p >.05 <.05 <.0001

the differences are fairly small (except for that of subject 5), and one subject
(1) shows a left -ear advantage. The mean advantage to the right ear of approxi-
mately 22 msec is not significant 317 a matched pairs t-test. For the short vowels
the differences are larger and every subject shows a right-ear advantage: the
mean advantage of 48 msec is significant by a matched pairs t-test (p<.05).

The between-subject variability in mean ear differences is quite high, large-
ly due to the extreme scores of subject 5. But if we consider the difference
between the differences (Table 2, column 3), the variability is strikingly reduced.
Every subject gives an increase in right-ear advantage, as afunction of vowel
duration, of between 20 and 35 msec. The mean increase is approximately 26 msec

iand a matched pairs t-test, although not independent of the first two tests, yields
a t-value sufficiently high for one to be quite confident of its significance
(p<.0001).

Finally, Table 3 displays the error rates. Reaction times for errors and
correct responses were not separated, so that some of the effects reported above
could be due to the well-known fact'that it takes longer tokmake a mistake than
not to. And indeed the rank order of the mean error rates is almost perfectly
correlated with the rank order of the mean reaction times. However, examination
of the individual scores suggests that this correlation is not causal, but merely
a reflection of the fact that the right ear' is superior in both accuracy and speed.
Subject 1, fo example, whose performance is virtually error-free shows essentially
the same pattern of RT differences as Subject 2, whose error.rates shift from a left-
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TABLE 3:

Subject

Percentages of errors for long (80 msec) and short (20 msec)
synthetic vowels presented binaurally and monaurally.

1

Long Vowels Short Vowels

Monaural Monaural
Binaural Left Right Binaural Left Right

1 0 2 2 0 0' 0

2 0 7 10 10 12 7

3 5 7 2 5 32 22

4 2 0 0 7 22 17

5 7 15 7 0 7 5.

Mean 3 6 4 4 14 10

ear-advantage on the long vowels, to a right-ear advantage on the short. Subject
5, whose maaaural error rate on-the long-Vowels was higher far both ears than on
theahort,-not only gives fiterreaction times -on the long vowels, but air,' dis-
plays exactly the same shift in mean RT difference, as a function of vowel dura-
tion,- as subject 4 whose monaural error-rates move frolezero on the lcng voWels
to around 20 percent on the short. Thus, while error responses will have to be
segregated from correct responSes in a full experiment, their integration in the
present study does not seem to underlie the observed RT differences.

DISCUSSION

:if the res,:lts of this pilot study are borne out by later work, they will
have wide implications for the study of speech laterality effects. Substantive-
ly, they represent the first demonstration* of a right-ear advantage for vowels, as
a function of their stimulus properties rather than their experimental context
(cf. Haggard, 1971; Darwin, 1971b). A previous experiment with short,(40 msec)
vowels, using a percentage correct measure, showed no right-ear advantage (Darwin,
1969), and the lack of a reliable ea.. advantage fof vowels has been the premise
of a good deal of theorizing (e.g., Liberman, Cooper, Shankweiler, and Studdert-
Kennedy, 1967; Haggard, 1971).

Theoretically, the results provide the glimmer of a rational basis for under-
standing monaural ear effects in recall. If the right-ear/left-hemisphere sys-
tem has a temporal advantage in perception of i single phonetic seEment, it is
not surprising that, as time pressure increases over a relatively long sequence
of segments and reduces the opportunity for rehearsal, an initial temporal ad-
vantage should ultimately emerge as an advantage in terms of percentage Lorrect.
This view may, furthermore, serve to link the phev.omena of categorical percep-
tion and laterality, hinting at their common origin in the'eugagement cf a phonet-
ic processing mechanism, specialized for rapid response.

Methodologically, the results may simplify the experimental analysis of the
ear advantage. There is no question that dichotic competition serves to maglify
observed ear advantages and that dichotic experime ts may, 'ay generating a siz-
able number of errors for analysis, permit theoretical decomposition of the per-
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ceptual process. At the same time, monaural reaction time procedures could
serve to reexamine, in relatively short order, the claSses of stimuli for which
ear advantages can be demonstrated.
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Perceptual Processing Time foi Consonants and Vowels*

David B. Pisoni4

Haskins Laboratories, New Haven

ABSTRACT

Perceptual processing time for brief CV syllables and steady-
state vowels was examined in a backward recognition masking para-
digm. Subjects were required to identify a 40 msec sound selected
fron either a consonant set (Mai, Ida!, /gal) or a vowel set
/1/, /e/) . -The target- sound w_aS followed ly-a_different sound
drawn from the'same.Setniter_avariible Silintlinterdtimulus_
interval. The secohd,SounciinterrUPted the-perceptual processing=
of thetarget sound -at-shortinterStiiiildslintervils-,.-Recognition

perforMance improved with increases in-the silent inter-Stimulus
interval. One experiment examineci-proceSSing time for consonants
and vowels under binauralpresentation. TWo additional experiments
compared consonant and vowel recognition underrbdth-binaural and
dichotic presentation. The results indicated that: (1) consonants
require more processing time for recognition than vowels and
(2) binaural and dichotic presentation conditions produCe differ-
ential effects on consonant and vowel recognition. These findings
have several important implications for understanding the recogni-
tion process. First, speech perception is not immediate, but is
the result of several distinct operations Which are distributed-oirer
time. Second, speech perception involves various-memorial processes-
and mechanisms which recode and store information at different
stages of-perceptual analysis.

One of the most basic questions in speech perception concerns the process
of recognition. How is a particular speech sound identified as corresponding
to a specific phonetic segment? Although many:of the current theories of
speech perception have focused on the recognition process for some time, they
have all been quite vague in their approach to this problem (Liberman, Cooper,

Shankweiler, and Studdert-Kennedy, 1967; Stevens and House, 1972). It is

*Paper presented at the 84th meeting of the Acoustical Society of America,
Miami Beach, Fla., 1 December 1972.- The research was supported by &grant
from NICHD to Haskins Laboratories and a PHS grant (S05 RR 7031) to Indiana
University.

+ I

Also Indiana University, Bloomington.

(HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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usually assumed that the recognition process entails a series of stages and
operations in which the acoustic stimulus MakeS contact with either a stored
'representation in long term memory or some representation that may be
constructed or generated from rules residing in long term memory (Liberman _

et al., 19167; Halle and Stevens, 1962). Unfortunately, little empirical work
.has been directed at examining theSe hypOthetical stages or specifying what
types of operations might be involved in the recognition process for speech
sounds.

The present study is concerned with tapping out in a quantitative way the
earliest stages of perceptual processing for speech sounds. To achieve pre-
cise control over early processing a backward recognition masking procedure
was used. With this technique the processing of one stimulus may be inter-
rupted at various time? after its presentation by another stimulus and thereby
provide information-about the temporal course of perceptual processing_
(Massaro, 1971, 1972),.

Figure 1 shows the general le'aturds of the backward recognition masking
'paradigm used in-the present_series of experiments. :On each trial the listener
iS presented with two SucceSSiveStiMuli'bur is:re-Gin/red to" Identify" only the
first stimUluS or target sound. The-Sedfind-sound- in -the-sequence-serves-as the

-tasking Stimulus and is presented.after Some Variable silent intersiiMulds
interval. When-the mask follows the target at very-short intervals it may inter-
rupt or interfere with the processing of the target' sound. By varying the dura-
tion of the silent interval between the target and mask it is possible to deter-
tine the amount of processing.timeneeded_for recognition of the target sound.
The perteptual processing time for the recognition of brief consonant-vowel (CV)
Syllables and steady-state vowels was examined in this study_ because consonants
and vowels not only differ in their acoustic properties but have also -been
shown to have basically-diffefEfit perceptual characteristics (Liberman et al.,
1967; Studdert-Kennedy and Shankweiler, 1970).

METHOD

The stimulus conditions employed in these experiments are seitin in
-Figure 2. The consonant stimuli were the CV syllables /ba /, /da /, and /ga/.
They were 40 msec in duration and had formant transitions lasting 20 msec. The
steady-state vowels used were /i/, /I/, and /c/ and they were also 40 msec in
duration. The target sound was selected from'either the consonant set or the
vowel set. A given target stimulus was thenfollowed by a different stimulus
drawn from the same set after a variable silent interstimulus interval. The
three sounds within each stimulus conditio. were arranged in all possible-4
permutations to produce the six stimulus pairs shown in Figure 2. Each pair
represented a target and masking sound combination. The intensity relations
between target and mask were also manipulated but they will not be discussed
here since the effects are not relevant to the major conclusions.

The details of the experimental design are shown in Figure 3. In each of
the experiments the intensity and interstimulus interval variables were identical
and completely random across trials. Experiment 1 compared consonant and vowel .

recognition under binaural presentation conditions with the same group of
- listeners. Experiments 2 and 3 compared binaural and dichotic masking condi-
tions for consonants and vowels with separate groups of listeners: :In-th,.!
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binaural conditions target and mask were presented to both ears. In the
dichotic condition the target sound was presented to one ear and the mask was
presented to the other. Targets and masks were presented'equally often to
both.ears in the dichotic .condition.

_ RESULTS AND DISCUSSION

Figure 4 shows the results of Experiment 1 which compared consonant and
vowel stimuli under binaural presentation. Recognition performance is expressed
in terms of the percent correct identification of the target sound. Recog--"'-
nition improves with increases in'the silent interstimulus interval for both
vowels and consonants. However, the masking appears to-be much more effective
for the consonants than the vowels. This iseSpecially noticeable at short-
interstimulus intervals and indicates that consonants need more time for
recognition than vowels.

The results of the second experiment whiCh examined processing time for
the-consonant stimuli under binaural and dithotic presentation conditions are
OnOvinin Figilire 5. The binaural data,arealMost identical to the findings
obtained in the first-experiment. However, there is a large and consistent
difference betWeen the dichotic and binaural- presentation Conditions. Perfor-
mante,Under dichotic presentationis_lower-oVerall than performance under bin-
aural presentation. Moreover, TerfOtManCe under dichotic presentation at short
intervals-appears to be markedly different than performance under binaural pre-
sentation.

The results of the third experiment which studied recognition of vowels
under binaural and dichotic presentation Conditions are shoWn in Figure 6. The
effect observed in Figure 5 for the conscinants'is strikingly absent. There is
again Sod& masking at short intervals for the vowels but there is no difference
between binaural and dichotic presentation conditions.

In summary, when the target stimulUS was followed by,the masking sound at
short interstimulus intervals recognition of the target was interrupted,
suggesting that perceptual processing for speech sounds continues even after
the stimulus has ended. This finding indicateS that speech perception is not a
result of immediate stimulation but rather requires a certain amount of pro-
cessing time for the extraction of relevant features from the acoustic signal.

The present results also reveal that consonants require more processing
time for recognition than vowels. Additionally, when binaural and dichotic
masking conditions were compared for these classes of speech sounds differences
in recognition were obtained for consonants but not for vowels. This last
result suggests that there may be an additional stage or stages of perceptual
processing needed for consonant recognition that is not needed for vowel
recognition.
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A Preliminary Report.on Six Fusioni in Auditory Research

James E. Cutting
Haskins Laboratories; New Haven

S

Since the 1950's a number of auditory phenonema have been called "fusion"
by various researchers. Broadbent (1955), Day (1968), and Halwes (1969), among
others, have described experimental situations in which two auditory signals
are perceived as one. From the titles of their papers,one would assume that
they are concerned with the same process: "On the fusion of sounds reaching
different sense organs" (Broadbent and Ladefoged, 1957); "Fusion in dichotic
listening" (Day, 968); and "Effects -of dichotic fusionon the perception of
speech" (Halwes, 1969).

However, fusion is not just one phenomenon, but nany phenomena which are,
at best, only tenuously related. Subsuming them all under the single label
"fusion" with no-descriptive adjective easily leads to .s.onfusion. The purpose

'of this paper is to act as a preliminary report, delimiting the various types
of auditory fusion, investigating their similarities and iissimilarities, and
arranging them on a cognitive hierarchy according to the processing character-
istics in each. We will consider six different*types of fusion, beginning-with
the more primitive fusion phenomena and moving towards more complex phenomena.

Cognitive Levels and Criteria for Fusion Classifications

Before considering the various types of fusion, it is necessary to define
the levels which we will di,cues and to establish criteria fox judging the
placement of fusions at these levels. We will consider two gene-al levels:
designated "higher" and 'lower" levels.

Lower-level-fusions are energy-dependent. Pitch and intensity are examples
of energy parameters. When lower-level fusions are involved small, ifferences

in pitch (2 Hz) or small differences in intensity (2 db) between the -wo to-be-
fused stimuli may inhibit fusion or change the fused percept. Timing, terms(

of the relative onskt time of the two stimuli, is another important parameter.
If one stimulus precedes the other by a sufficient interval, fusion no longer
occurs and two stimuli are heard. This interval is very small for lower-level
fusions, often a matter of microseconds (microsec).

Higher -level s are energy - independent. Pitch and intensity may vary

between the two stimuli within a much greater reige in the higher-level fusions.
Differences in the stimuli of 20 Hz or 20 db May not inhibit fusion at all.

+Also Yale University, New Haven.

[HASKIhS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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Relative onset time also plays a lesser role; the two stimuli may vary in rela-
tive onsets within a range well beyond that of the lower-level fusions. Higher-
level fusions are often insensitive to differences of from 25 to 150 msec.
Information, not energy or timing, seems to be important in these fusions, and,
as we shall see lat °r, information in the to:-be-fused stimuli can often over-
ride energy differences.

Other, more psychological characteristics alto distinguish the higher
fusions-from-lower fusions. Lower -level fusions are generally passive ph..Aomena,
whereas- higher -level fusions are more constructive in nature-. In the lower-
lever fusions the subject listens to -one. clear auditory image and .s usually
unaware that two stimuli ore being presented. In the higher-level fusions,
however, the subject listens to a more diffuse auditory image; he may even
report hearing two sounds or one sound that'tounds a bit strange.

in all six types of 'fusion, the togbe-fused-stimuli are presented-dicho-
ticaliy, one stimulus to the right ear and the other stimulus to the left ear.
In each case the.subject is asked to report what he heard. A diagram of each
type is-Shown in- schematic form-in F'gure 1;_ -they- will be discussed _in turn
below. There is a temptation to-think-Of:all si* fusions_ primarily as central
proceSses; stimuli traniiitted by-different channels and integrated into a
single percept. Thit judgment may be mitleading. In vision.researchi Turvey
(in press) has noted that peripheral- processes tend-to-be those which are
affected by changes in the energy of the stimuli,-while central ?tocesses tend
to be those which are independent of s"mulus energy and are more concerned
with the information in the stimul'. This peripheral/central dichotomy
parallels the lower-level/higher-level distinction outlined above for-auditory
fusions. If lower-level fusions are energy- dependent, perhaps they are pri-
marily concerned with peripheral mechanisms. If, on the other hand, higher-
level fusious are energy - Independent, perhaps they are primarily concerned
with central mechanisms. For the purposes of this paper peripheral and central
processes will be synonymous with lower and higher cognitive levels.

tfr 1. SOUND LOCALIZATION: Fuiion of two identical events.

Sound localization has been included' as a form of fusion to give a refer-
ence point in considering other types of futiOn. All audible sound:, simple or
complex, can be localized--and usually are. It is the most basic form of
auditory fusion and occurs fct both speech and nonspeech sounds. The best way.
to study sound locali4ation in the laboratory is to use the save apparatus
needed for studying Other types of. fusion: a gOod set of earphones, a dual-
track tape recorder, and a two-cnznnel tape with appropriate stimuli r corded
on it.

Three parameters affect sound localization: pitch, intensity, and timing.
First, consider pitch. If two tones are presented, one to each ear, the subject
may fuse p.oca:ize) them. If the tones have the same pitch; fusion occurs ald
one tone is heard. If the tones differ by 2 Hz, fusion begins to disintegrate
and a more wavering tone is heard: Differences of more than 2 Hz often inhibit
fusion altogether, and two tones are heard.'

1
This range is particularly relevant for tones below 1000 Hz. Above 1005 Hz the
effect is produced by-slightly larger pitch differences.
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Figure.1: Six fusions of /da/. Schematic spectrograms of speech
and speech-like stimuli in six types of auditory fusion.



Intensity is a second parameter which .affects localization. If we= resent
_

-two- pure tones, -one- to,-each;.eat, at the same= frequenty and the- .same .intensity
the-Subject usually reports. -that -the -apparent- -so-4de- of -the- tone

-Middle of the head," or at the-midline. If one tone- is increased= -by _2_db,- with-
-out changing the intensity of the -other stimulus, he normally reports that =the.
-sound has .moved iri-the,direction_ of -.the' ear--that teteiVed, the--mote Intense-

The more We increase the intensity of thn- loudet -atilmuluS, the more
the _apparent source-Movea-aWaY ftoin the- Midline e and:tow-a-tap the ear with themore intense .sound:

The third -pataliwtet.ighiOhi_affedts localization is timing,. . If we pt-e. _-sent a brief clidk simnitaneouilY po -eaOh. ear,. _the subject repOtts-liearing, one
-click_ localized at the--anidline. Delaying- 'one clitk 506 microsec causes
apparent ,source of the :Clitk to move: away- -front-the Midline ,toward= the-ear withthe ieacling',,click. delay- -one. dlitk.'bY-only 1 insec,_ the ,apparent-Souice
Movels_lar *hough- It-ft- the--midiline--ao; that the: subjective percept is that _one =

was presented to one eat- with :uothiug preSenteci---ic other._ -With, delays---of longer- = than- about and two clicks 7are-')Ioarci:
ivi,ottier foild of timing differences -alto- affects If two ,toneS;alte.
presented, one to each- ear-, at the ;sari-sepitch -and" intensity, but one = -tone,slightly delayed,, the two will,"-be out 'of :phase. In other Words,_ the two
ears `receive 4 iff eredt- of -the -same--waVefOrir it. given- -point_ in Oftie.,
If the -delay, IS,abotit, 506,raitrcised -the-,a0Parent source -of the Sotind moves away,
from the Taidline towards ,the--eat that received the leadingizeourid. .This -percep=

ia-prOduCed Th4ge -cliffeieliceg in, _the stimuli,- not by telative-,onsetdifferences.. The fatt that localization is highly-, sensitive to enetgy.patazi7
-etera= of the stimuli and IS intolerant -of small :diffetentes in stimulus timing

0 suggests -that- it IS-_a- lowet7,1eVel -pro-tees.

' Both -speech- and -ntonSPeech-= sounds _are `fused In. sound- localization. The ,
first display in Figure 1 --ahows -ae_zeicaMple= of-the localization of -speech TsoUnda-,--If ,/dat: is ptesentede to.-both :ears` at the same: tune,- at the same Intetiaity4 and
with-the- sate fiihdaMental pitch,- a. -jingle_ /dal (dn. =be- -perceiVed )3y -Ole_ subject
at thelMidlitie. -The-seine- result - occurs- when a lionapeech-sotiid replaces the Mai
atinnili.

2. SPECTRAL. FUSION: Fusion of ,dif ferent SPecttal 'parts of .1..he_.-same

Ititciadbent, (1955) and,'Btoadbent and _Laiwoge4 E(1057) otted- a secod -typeof -fuSion. Spectral fusion- occurs when different spectral _ranges of the same
signal are presented --to- opposite ears. A given stimulus iS..filfered- Into-

_ tWtopatts: one-dcifitaiiiing- the lOw-frequeficiesrand tone containing_ -the high ftequezi-dieS. Each is then presented-Separately but -SiMbiltineonsly tO a single -ear.
The,-subject reports heating:the ot as if it had iindergOne nospeci41 treatment. In his initial -Study, BrOadberit. found_ that fusion teadily-
octiirred for _many- complex sounds. ;Subjects- fused -metronome-ticks-and fused'
certain speech sounds when these stimuli Were filtered- and presented to_ opposite--,ears. When the sUbjeCtS. were =infotmed- about the nature of the stimuli and asked
to= report whith ear had the loW--frequency sounds -and which -ear had the high.
frequenciet they -performed at chande level.

Pitch is an important parathetet in spectral _f_usion. Just_ - as there is nosound localization for dithotic tones Of diffetent pitcheS, there is no spettral
fuSion of complex dichotic stimuli with different pitches (fundamental frequen-
cies)-. Broadbent and Ladefoged (1957) found that the fundamental frequendies of
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the tó-nbe4uSed :stimitli-MuSt be Identical -for- fusion to occur. They 'PreSented .

the first formant of a steadY=State vowel to one -ear,_ and the second -foment to
the other. Subjects fused - the stimuli,When,:they had the same pitch,, but -did .

not fuse when they had different -pitches :_ Instead, subjects heard, two nonspeech
sounds. , .found that fundamental frequency :different-es of -2 -Hz are
Of tit ient to1 inhibit 04S-type of -Ls .

- The fundamental frequency -- of a, speech ,StiiploS analogous to the scarrier:=
band frequency '_of :a radio statien, signSt. If the -t6,-he=f114.ed .Spectral stimuli
have different pitches, their entiteWavefordis are as -different as if they had
been broadcast by two different radio stations, the sound Waves of the stimuli
are not of the same duration, or even multiples of one anotner. Like -S -radio
set -which -cannot. integrate (reCe-i-e) two .different radio, Stations- -at once, the

7subject cannot integrate (filthe). two spectral -stimuli with different pittheS.
The information that the two -stimuli are the fortnantS:-appropriate for the .percep-
tion - of a- vowel -cannot 'overcome pitch disparities in the Signals,, -and, no fusion
occurs.

The effect of intensity _differences: 'between the stimuli- has. not been
_ ._

,explored -systematically.: Nevertheless, preliminary investigations : indicate
that spectral fusion sensitive to small differences in intensity
between the,

When the relative onset time _Of ,thei:high=radd"lov- frequency components of
the same _Signal iS-altered;beYond--a-few-,Maed ifusion no longer occurs and -the-
inbjectheara two -separate _ For :.exanipie,' when stne-rdiffererit -spectral'
_Parts of metronome ticks are z offset by as little as ec the _subject hears
two sets of ticks, not one-- If -filtereci::SpeednIaSiageSzsbeginz-at slightly
different times, the--sUbject-ieppitS -leering :_tWe_SpeeCh=like: passages,
not one. Thus,, -spectral- -fusion' iirely -sensitive tito_ small _changed- in itiming.-Z_

-Spie-e-th- sounds more--complex than :steady-State VoWeIS- are-also- subject to
Spectral fusion._ ,The second display of ;Figure l shows the first formant of /da/
presented to one', ear, and the -second formant to the other -ear. Provided- these-
stimuli have the -_same- -pitch the subject Eiil report hearing- one stiniulus the
-syllable

:--* 2There is, however, an -exception to this timing sensitivity. Using the filters
explained previously-, 'Btoadbeiit "(1955), pregented, the first formant of the
Steady-state vowel /i/ as in BEET to One -,ear and thei,second- and third tormanta
to the other. The vowel -Sound, was _continnous over n-duraticiti -of Many Seconds,
with a constant pitch, arid was recorded on a- tape loop. One part of the loop
was presented, to one ear and e.different part of the Lipp to the other, with
the relative timing- of the :filtered -segments- off by as much as two or -three
seconds. Yet fusion occurred: the subjects heard Iii. The explanation for '
this result is quite simple. Tithing is not impcittatit in a steadystate vowel
with a constant pitch; unlike most other' speech sounds, one section is
exactly like any other section. Therefore, one -Section of the filtered vowel
fuses with any other appropriately filtered- section. This may be the exception
Which proves the rule that spectral fusion is highly sensitive to timing_
differences in the stimuli.
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3. -PSYCHOACOUSTIC FUSION:, one.,feature _by-_Adoustic,_aVeragirig.

PtyChoadquatic 'fusion is ,a third.,type7Of fusion Which_ occurs at loWer
Ievels'Of _cognitive- prodeSSing.- ,AlthOugh-,it -probably occurs= -for both speech,
and nonspeich -stimuli, the examples cOnsidered- here .involve -speech -stimuli.
Unlike ,the stimuli in preyrouslY' discussed fusions,. the stimuli -in- paycheacouS7
:tic -fiiiion--haVe-different_ inforiation (in terms- Of_ phonetic_ teatutO) pi the_

_same, spectral range.

Tc:C.deinonStrate psychoadOUstiC fusion,_ let us choose twoconSanant,-Vowel'
(CV) stimuli, /10-A/-- and -/ga/. -Both' are restricted, to two 'forinatitS,_ and pa-kali-7eters,- Suckas- forkant .frequencies,, and duration._=Must he identical. _

-The ,ohlY .difference- between 'the-SO:Milli are the _direction an&-extent of the
second, fOrmant, -(F2)- ,transition.. As shOWn-_ in the third ,disPiaY-_of Figure-, if

is presented: to, one ear :arid fgat the Other, the most frequent ,erfor__ is
/da/ (Halved, 1969:61)._ .HaltieS found that in :such- situation the subject _

-often rep-arts hearing- One,..ot- __the /bet or when he
dOes,'filike an error _le:Usually-

. 3

:Men- the Stiainii -lbat,,,Vgal, '11;04 -460s" /da/ result -? The _stimul=i differ interms. of the_ I2 transitions. However;- the:' of -both. _Stimuli. are -Identical and are localized at the4sidline. Thee-,tw§':F2. tranSitIOUS-,,,ione rising
-/bat one falling in -igai,-'4154r,- to be,algehraltallY ,,averaged in such a

-Manner =that- -the -sitbjett perCeiveS -ai.StiMnina with an intermediate .F2 transition,
(Note- that an analogOue,'SituatiOn arises. -wheii:.the-,,Ph-Oriemes tp/-, and /k/are in competition:- /t/ 4- often- perceived:-)-

Psychoatoustit ItiSion---_-appeardtO ;be a- laWerieVel,, Peripheral process-
=because, -as-in the -preViOuSly-disttiSSe& phenOineria, fusion;- occurs= only when the

of the two Stimuli is identical. -Preliminary ,StddieS-,ShoW:_that if -the-
fthat and -/ga/,,-differarbY.'40-1--ittile .as the _suh-

Jett rarely -reports -hearing Idai, thus: Indidating- that no- atouStiC -aVeraging,-
takes place.

The-effects of intensity And timing differences betWeen the stimuli have
not been systematically studied. NeVerthelegs, ,wOrk _suggests that pSyChO7,-.
acoustic kusien is sensitive to small stiMULIS differendeS in both paranieters.

We Will _reconSitier _paychoacOustic fusion after- We have cOnSidered-_-phOnetit
-feature fusiOn. The two processes-are similar yet -different, In' Many -ways.
APptopriate coffipariionS will be Made- between -the two.

4. PHONETIC FEATURE FUSION: 'Fusion -of of two,..features :by phonetic blending.

With this fourth type of fusion we move ,to a more Central, -higher7-leVel-
process. This is not to say that periPheral mechanisms are inactive, but these
fuSions cannot be explained wholly by such Me-ChanisMA. .-HalWes (1959) and
Studdert-Kennedy and ShankWeiier (1970) haVe reported_ that phonetit "blending"
occurs in the dichotic competition of stoP=VOWel syllables. This "blending" is
Phonetic feature -fusion. In the fourth display of -Figure we note that When-
the -Syllable /ba/ is :presented to one ear and, the- Syllable /ta/ to the other
ear, the subject often reports. earing a syllable -whieh_ waS not presented. The
most frequent errors are the "blends" Ma/ _an& /pa/. Here, the subject appears
to combine the voicing feature of one of the stimuli With 'the place feature Of
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the other. For example, the Voicing featUrei is combined with the place
-feature of /t/ and the result is the fusion Id/_.

Let us assume a atiiatilUa- repertory of six, items : da, -ga, pa, ta, kW/
On a particular trial, three typea of responses may occur :: correct
responses, "blend" error., and -anotialou§:ettoka.. Given a stimulus pair. such as

-lhabfitat, "blend" errors are much more common than anomalous 'errors. The
anomalous errors for this example are _ha/ and /kat; both share_ a voiting-
-feature with one of the pair* but they do ,not_-§hare the _place feature with -either..
Using natural speech stimuli .Stucidert----kenneily and -Shankweilei (1970) found that
the ratio of "blend"' error* to anomalous errors was 2 1, a,-fate significantly
greater than ch-anae..

Phonetic- feature iti§ion is more central han--the fUsiona_ discussed -above
because, for the first time in this .discussion, the subject fuses even when
the stimuli do not have ' the .§ama,.pitah. Using synthetic :stimuli :Halwes (-1969)
reports that "blend" errors occur almost as frequently when the two competing
stimuli have different pitches as when they have the same pitch.

The effect -Of intensity and, tiniing-differenaea between -the atiMuli have -not-
been ayatethatiCaily--atudie4, in_tphOnetia..featute -gnSion. However, we may draw on

_ .

experimental evidence -froin other soirces Thninpabn,_ 'Stafford, Ctillen, sHughes,_
and Berlin -(1972). have noted that -dichotic competition occurs for

stop-vowel -ayllableareVeki-when-fone stimulus is 30 :.cib- louder that :the-other.
When stimuli such as /hat and /tat,COMPetephonetit feature fusion may occur,
even -With-- such large- intensity ,differences : reconsider the nature of
dichotic competition and -perceptual tuaion later in this discussion

-Evidence conaekriiii&the-,effect of ,timing differences in phonetic. feature
'fusion is also indite*. ,tild-dert,='.Kennedy, -thankWeiler-,,,and:,SchUlthan- -(1970)
have shown that when CV syllables are presented -at -Varibud,-relative onsets,
he -subject tends to :report the--:Syllablkjizhiah began second better than the

Syllable.-Whiah.-hegan first This tendency is very pronounced between relative_
-on-Set differences of 25 to 70 siaeci and has been daneCI, the "lag effect."' In
this region -the first stimulus apPears-to*he masked by the second atimulns.,
If such masking occurs, _fusion -Cannot =occur because the phonetic information
in the first stimulus is lost-. Thus, from these -reaulta, we may assume that
phonetic feature- fusion- occurs for temporal -Onset differences of up to about
25-insec, but that beyond- 25 cosec the "lag effect" inhib-fts any _fusion that
might occur.

Recent evidence indicates that parameters other than pitch, intensity,
and may differ between the stimuli, and fusion rate still retains the
same For example, the vowels of the stimuli may be different, and fusion still

_Oacurs. The data of Studdert-Kennedy, Shankweiler, and Pisoni (1972) -show that
phonetic feature fusion occurs almost as readily- When the stimuli are /bi/-/tu/
as when they are /bi/-/tii.3 'both cases the subject is likely to respond
With -syllables beginning.With the "blend" phoneme Idt or /p/.

A cOmparison-_of psychoacOustic _fusion and phonetic 'feature fusion. Because
psychoacoustic ft:Slone (fusion -type 3) and phonetic feature fusion (fusion. type
4) -are highly confusable, it is important to make- direct doinpatisons between
them. Both processes involve- the aithultaneotis presentation of phonetic

3D. B. Pisoni, personal communication.
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information, and both result in general infOrmation_ioss: Inthecaseof,_
J)Sy-Ohpacii0Stib fUSioritbe./b/- and )grteatuednierge-into-a'ideatute, and
the /b/ and /g/ are ib-st. In the case of ,phonetic feature fusion the s

heatsLtwo,-stiMUli, and when he does not perceive hot,OttheM-Ccitredtly, he
tends to "blend" them In the process of liStening.-tOthe-didhatic_pair, the
features associated, with a-pattibulaistimOlus appear to their source
The /b/ in /ba/ ceases to-be_a,/b/and-becoMe6 d..getieSbf feattiteS1-whiCh.are
;appropriate to Ihh' stop Consonant, 'voiced, labial.--10ien,anothereStoP'con-
sonant competes with /bT, the organization of these features appears to be
disrupted, and they fikuen0.y44 ihappropriatelreaaaighe&-to-thOae of the- ;

competing stiMulUs. Thus, baVpiUS ft-AV-May-become /dal, ane the /b/ and it/ _

_-ate. lodt-.
.

Tin. ionS-whiCh distingUi Sh WtWotypes;of-tu§ion.,are; '1) the pitch of
-the-'sttiuli, 4-the_yoweia-af the*iMUli,_And 3) the phonetic features of the
stop consonants _Let us-bonsidetkpitCharid'vOW01-tequiSiteS,itigether. in,- --.._ - .

-the, caSe-of-psyahoadOuStibfUSion,the tWOstiMuii_MuSt have the same pita-and-
the same vowel -In the 000-Cit,Phinietid-featUfefUsiOn, the two stithpii,inoct-
have either different pitches or different yb-Wel-§;theSe-diftetbficeS:insote:
that the -phonetic features of theStiMUlibannOt:beaCoUStidaily averaged
The other important diMensiOn=dOncetns:the-teatuted ofthe,t64e7fusedidtimuli.
IripSYcbOacOustib-fU-Sioiithe--*OP-,,tOndonarits must differ in.-only-th641ace
feature, and the voicing feAtoi.-oct:he.-44-6-03y the two stimuli (tOt,6-ample-,_
1h-4/-04_447). in-phOnetib-featufe:tUsion,-on'the-othet-harid,-.the two stimuli
must differ along both diffiengiona,:place_aha- voicing (for example,. /ba/ and
44/-_-)

-

It is-possible-that psychoadoustibfUsion and phonetic featutefuSiomimay
odb`lit at the same time for the same cOMpeting-§t6P--VoWel sLituli. If /bat and
/tatare 4mesented=at the-saMe-Titch,-an aMbigUOUS experimental dituation,
reSdits. The idefitidal.pitahesandthe,:ahated-vOwel; ofthe-two-stimUli set up
a SitUationin-whith-paybhOaCOU§ticlusion inky oce41- The unShaed-plate and
voicing featuteS%ofther,tWO.:StopS4 on the other -hand, set up 4 situation in
which phonetic feature_fuSion_may_oceur: If the subject reports hearing
we-banfidt be sure if the fusion is purely phoneticlan nature, -or if an element
of,09thOacouatic avetagingrcohtributed-to -tlie-percept-Perhapa both processes
are involved-. In such ceded, the-fusion-Of /ba/ and-Itaf at the same pitch may
be_d,-hyhrid of psychoacoustic fusion and phonetic feature fusioni

A- note'-onAiChoticbo#etition, perceptdal_rivalry, and perceptUal,fdsion.
Dichotic Stop-Vowel stimuli are nermailythoUght.to "compete" with one another.
This competition is pe:haps More-clearly defined a§ perceptual rivalry. When
two -CV syllables are presented dichotitally, the subject typically reports
hearing one or both of-them.The stimuli are rivals, and we have thought that
they are not uSualiy.combined into a single percept. HOwever, as we have seen
in paychoacouStic fusion (fusion type 3) And. in phonetic feature fusion (fusion
tyPe-4)the subject often fused stop-vowel stimuli. Thus, _perceptual rivalry,
and- perceptual fusion appear to converge, sine both processes can occur for
zhe same stimuli.

Although rivalry and fusion may occur simultaneously within the same
stimuli, they do not appear to occur at the same level. Consider phOnetic
feature fusion. Given /ba/-/ta/ the Subject never reports hearing /tba/ or
/bta/; the phonological constraints of English do not permit two stop consonants
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to cluster withih -a _Syllable-.. Thua,_!,we have_ a case _of Clear _phonoAlogidal
tiValry t_ at therphOnenie level thetwix _atop Consonants- compete for the -same
PrOceSSOr. At another however;, there ia_ fuSiohg. The Ibt -and It/ d6--not
share the -same vanes, of plaCe, and Voicing: feathtea. Any combinatiOn .Of labial
and:41Vehlar features- with voiced and,.VOiCeless features yields -a -PerMiaSrible-
stop- consonant: Since there ard'Alb Shared_ place and- Oice features in /b/ and
/t /;- -there is phohetit rivalry-between theM. The teault ,Of this pairing is
often', fusion at the phonetic -level and rivalry, at the :phonOlogical -level.

pattern - occurs in psychbadonatic fusion. GiVen /ba / - /ga/ the
Subject never -reports-heating li?gat or /gbatt again, there is a cleat phOnOlog- .

Icai rivalry-. At -4-ript-Itet level,'- however-, there' ia-fuslOn, this -time at a
pSychoacouStic level. The place feature of /b/ mergeS With :the place feature
of rgt, and the intermediate phohethe /at perceived.

5. CHIRP FUSION: i'e'rceptuai,:aongttuctiOn -of _phOnemeS framspeech and honspeech

kand---,(in _prepare 4-Oh)" c11-§ doVered: 4- fifth type of lusiOn- In chirp, -fuaiOn
thete, are no _Conlpeting- -phoheinea-i. nor ist there .information. toes;_ instead,.
'different parts of the .same- 46041i.olgiate:ptesengect-tp, either -ear, The
fifth, ais014 divided -into = two- °stimuli.
One stimulus' contains` all the- acoustic information in- /da/ ekCept the _F2 transi-
tion; -*Spay the entire-first -fokinent and ;Moat of the -sec_ond form:int._ It is
inip0fEint to note that ida/ 'WithOUt the F2 transition is- difficult to identify
and more readily" perceived as /be/ than /4a/. The _F2 ttahaition alone is-
the second stimulus.. It is -very brief-id rapidly falling pitch_ sweep similar
to a, -bit-4 twitter_,- hehce- the name "Airt)." -taben the /da/-chirp is presented
to one -eat and the remaining `portions to the Other, the sub_ jedt
`repOrts hearing the full Syllable Ida/ plus the hOnSpeech-Chirp.

Perhaps.-the most interesting aspect of chirp kuaion IS that the subject
more thah one auditory image. As in. = phonetic feature fuaiOh .(fusion

type -4 he hears two-sounds, but he does not -hear two speech, sounds; instead, he
hears One speech sound, Ida/, and-one nonspeech sound, the chirp. Note. that the
perceptual whole Is _greater than the sum of the parts: the subject "hears" the
chirp'- in- two different forms at the _same time One fOrm is in: the complete
syllable /da/, which would sound- More like /ha/ without the chirp. The second
form- la: similat to the F2 transition heard in isolation 7-4- nonspeech chirp.

-Chirp fusion is more complex than _previous fusions we have considered.
Pilot studies indicate that many of the energy chatatteristids of the Ida/ chirp
may be different from those of the remainder of the Ida/ syllable. For example,
the two Stimuli may haVe different pitches and fusion rate's appear to be unatteh=
uated. _Relative differences of 20 Hz appear to have no effect on fusion
response levels. Relative intensity differences also do not affect chirp
fusion;, chirp fusion occurs even if the -chirp stimulus is- decreased by as much
as 30- dl) relative to the "chirpless" /da/. The 'Chirp in this case is only about

4
The material gathered for this section has come from numerous discussions with
Tim Rand.
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111600 as then"dhirpleea"- /Ad. This intensity di_fference is more
impressive. when ond'.ConSidere that the sate' chir0 db) ,, when eleattically
tiked with the ,chlrplese Ida/ and presented- monaurally (instead. .of` di_chotically)',
'stiil .sounds more like /ba/ than Ida/. Tithe, for theSe etitulii the Chirp- is -a
mote- _potent speech _dug -when presented to the_ -opOosite-ear than when preSented
to the date. ear concatenated, onto, the chirplese-

-stimulus
/

Large differences-in intensity or pitch- between -the t io -stimuli have no
apparent effect 60 -fusion rate in chirp 'fusion.. This 'fact, coupled -with
"heating" the Chirp inbOth a -Speech -and,,nonapeeOh fort- suggests that -chirp
fusion is 4 .rlidte- dentrall, hIgher4161:74 ProdeSs- then the 166i tyPOS of fusion
previously discussed: There iS yet another -dimenSion WhiCh distinguishes it
from the loWer=leVel fueionst-iting-. 'in Chirp fusion the chirp and the chip-
leSe stimulus need -.not begin at the same time Rand =hae -dOnd pilot -work .whiCh
indiCates- that the_relatiVe onsets of the two. stimulitay differ by as much as
+ -16Aeo-. ifi-Other words,, the.- chirp- 'On si;egifi.-25.,Osec,-before the
onset of the chirpless /4dt, the two Stimuli. may be altUltapeous with respect
td- their :relative- onsets,orthe can msec after-the onset of
the -chirOleed /W. The result for ,d1.1,:three. cases appears: 'to be the same:
the subject .hears /del: plus ;a ahirp. '1440 ,relatiVe onsets of _greater than
25 cosec are used fusion breaks 'down~ and the subject .begins .to='hear, /ba/ plus a
Chirp. Nevertheless; reiatiVe:onset- differences tolerated in-chirp- fusiOn- Are
much greater than-those _PertiSSibid. in the doi.zer,-ileirelfUSieinS-.

In both phonetic featUrequsion= ,,(fUSion type-4)-and chirp fusion (fusion
type 5) the features of the,tWo -stimuli are combined- to form a new speech, unit.
In -- phonetic featurefUsion, plate -and _Voiding information is- extracted from
Separate _sources: In chir0-fUsion manner and voicing_ cues the ohirpless,
stimulus are dOmbited -with_ the place .feature extracted from the chirp. Thus,
both fusiOns operate on the _level of a iingle. phoneme .- By_cantrast, the next
type of- fusion to be -considered deals with the combination of phonemes into -a
dlbSter.

6.. 'PHONOLOGICAL FUSION: Perceptual donstiuction,a f phoneme clusters.

Day (1968) was first to discover that compatible stop + liquid strings
could fuse into one unit: given BANKET and LANKET presented to opposite ears,
the subject often hears BLANKET OANKET/LANKET÷ BLANKETS). One of the unique
aSpeats of phonological fusion is that, unlike psychoacoustic fnsion (fusion
type 3)' and phonetic feature fusion (fusion type 4) , two stimuli which contain
entirely different segments are presented at the same time and yet there is no
.information loss. The segments of both stimuli are combined to form a new
percept which is longer and more linguisticallytcomplex than either of ,the two
inputs. The sixth display of Figure 1 shows a sample phonological fusion: the
inputs /da/ and /ra/ often yield the fuSion /dra/. This fusion contains all
the linguistic information available in botk stimuli. Thus, unlike other
fusions, there is no phonological rivalry between the two stimuli.

5The arrow (-4*) should be read as "yields."
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Note that thera is .d preferred order of -phonemes in the 'fusion reSporise.
for theSe stimuli. GiVen- BANKET/LANKO -the subject almost never reports
LBANKET.. Instead, all -Of his fused responses are -BLANKET. This findi:.g
appears to be' -based on the phonological constraints of English: initia
liquid + stop clusters are not allowed. Day (1970) has -shown -that WheU such
constraints are removed, fusion occurs inboth directions: Given_ the stimuli.

TASStTACK, subjects give both TASK and TACKS responses:

DAY -(1968)_ has show: that phonological fusion is -not a function of
reSpOrise biases for acceptable English words.- Both-a--stop stimulus and a _liquid
stimulus -must be :present for: a stop- + liquid _fusion_ to occur. If one presents
different productions Of-BANKET- to either- ear, the subject reports hearing-
BANKET- ,(BANKET/BANK BANKET). That is; 'the -subject _doe§ not 'report -the-
acceptable English word that corresponds:ost :closely -to the nonword inputs.
likewise,A.ANKET/LANKELANicET. However, _if the stimuli are BANKET/LANKET,
the subject often .repOrtS- hearing BLANKET- -regardless of which stimulus is 'Pre-
sented- to which, ear. Furtherthore 'Day- preparation -a) has shot.in that -even if
the is informed as to the naturE of the stimuli, he-still fuses: he
pereeiiis BLACK both when the §tinpai are BAr:K/LACK-and when -they -are BLACK /-

- BLACK.

Although -there are _undoubtably _peripheral_ elementS involved -phonological
various studies. suggest that it, is primarily -a-dentral,_ higherlevel

cognitive proCe§S. Phonological fusion is insensitive to large energy differ-
ende§ -between the dichotic_ stimuli._ The- stimuli -PAY and- -LAY fuse to-_,-PLAY regard-
less of- their pitch. Relative differences- of -20 Hz in- fundamental frequency
have .no effect- on the characteristics- of fuSion responses (Cutting, in-_prepard-
tion-a)._ Intensity differences alSo have ho-_effect: one Stimulti§ may be 15 db
louder -than- the -other and fusiOn.-rates do not change (Cutting, -in preparation-a) .

-I :-onological fusion is -also insensitive to gross differences in the rela-
tive- outsets of the two Stimuli. Day (in _preparationrb)- has shown-that the
stiinul:,1,4 onsets may be staggered -by as much as 150 "msec and fusion rates- do not
change substantially. Note that 'these relative onset § are considerably
longer than those permissible ih any other fusion. Ft occurs ,if the -stimuli
are simultaneous, if the stop stimulus- (BANKET) begins- 1)0 msec before the
liquid- stimulus (LANKET), or even: if the liquid- begins 150 msec -before -the
Stop:. Thus, within a. wide range of relative onsets, the actual ordering of the
phOneteS in real time appears to have little effect on fusion rate.

Phonological fusion also appearS to be insensitive to changeS in dimensions
other -than pitch, intensity,_ and timing. Subjects fuse whether ::he-Stimuli were
uttered -by the same vocal tract or by vocal tracts of different sizes-_(Cutting,
in preparation-a). For example, PAY/LAY'-'4- PLAY even if PAT has been synthe-
sized- to resemble the utterance of a normal adult male, and .LAY has been synthe-
sized -to resemble the utterance of a midget or small child.

Phonological fusion occurs most readily when the same _vowel follows both
the initial stop and the initial liquid. NeverthelesS, while. PAY/LAYor PLAY
and GO/LOW--4. GLOW, the pairing of PAY and LOW can yield PLO or PLAY. Fusion
rates are reduced here, but are still at a fairly substantial level (Cutting, in
preparation-b). In fact, fusion even occurs with stimuli that have almost no
phoneiis in common. Day (1968) haS shown that two stimuli as different as



BUILDING and LETTER can "fuse" into BILTER,. LILTER,-or even BLITTERING; such
cases=inVolve phonemic' exchanges- between the two stimuli-.

One distinction which appears to teuniqueto phonological -fusion is that
not all subjects fuSe. In,the five- types of fution,previouslyrdiscussed it
appears that all,Subjects.dfuse equally'readily. In phonological fusion, on ths-
other'hand, using natural speech stimuli, 14:T(1969) haa.showp-that some subjects
fuse_on nearly all trials, while- others -fuse only occasionally, if at all.
'Moreover, few-subjects-score 'between these extremes: Cutting (in preparation-a)-,
usingaynthetic -speech-stimuli, has also found--a bimodal distribution of-Sub-
jects with respect -to their fusion- rates: -Large lndiVidual_differences are
found in- -many higher-level processes. For example, Turvey -(in press) hae shown
in Visionl-research-that individual differences-are-larger for central masking
-than _for peripheralmasking. It appears that inithe.case-of phonological. fusion
we 'have a task which is compleit enough -so that alternative-modes of _processing'
are,possible. -Studies are now underway to explore-the possibility-that groups
of people who_perforM differently on the fusion task may also- retain their group
identity on other-auditory-and-visual.taska (DaY4 in preparation-c).

:Finally,- phonological fusion appears,to-have certainclinguistic constraints
that-no-other-fusion has. For -exampleaome_consonant + liquid stimuli fuse
more:readily-than others. Day (1968)'has shown that stop 4.-/1latimulifute-
more-readily than stop-_+ In stimuli. Day (1968) and Cutting- and -Day (1974
haveahowt-that-stop-+ /r/'stimuli often elicit a stop +-/1/ respOnae, whereas
the teverse- situation-rarely occurs._ Thus, PAY/RAY_may-yield'pLAY. 4'utting
(in---Treparation-a) has- found that stop +- liquid stimuli fuse moreteadily:than
fricatiVe atimuli:- _BED/LED-0.18LED-more readily -than FED/LED:=-0. FLED.
These findings cannot -be accounted for -by the relative frequency of occurrence
of -__these clusters in English. In fact, frequency data show the reverse trends:
stop + /r/ clusters outnumber stop + /11 Clustera '(Day, 1968) and-/f/ + liquid
clusters outnumber Most other consonant + liquid clusters- (Cutting, in prepara-
tion -a).

'Phonological fution appears to-be the highest level process considered'in
this-Taper. Like other higher-level fusions it is insensitive to large gam=
ulut differences in pitch, intensity,-and timing. Other dimensions may alsd.be
varied-with little effect,-such as-vocal tract-size and vowel context. Certain
variables, howeVer, do-affect fusion rate. Day (1968) has shoOn that semantics
at the word level is one'Such variable. Fusidn occurs most readily When the
fused-percept is a meaningful word, although nonword fusions do occur (e.g.,
GORIGIN/LORIGIN--*GLORIGIN). -Cutting (in preparation-A) has shown that aeman-
,tica at the sentence level can ario influence fusion. Fusion rates are higher
when the fusable pair appears in a sentence context. For example, PAY /LAY -4,-
PLAY more readily when the stimuli are THE TRUMPETER PAYS,FOR US and THE
TRUMPETER LAYS FOR USthan-when PAY and LAY are presented as an isolated pair..

REVIEW'OF FUSIONS

We have looked at six phenomena in which stimuli are sent separately to
each ear and the subject is asked to report what he heard. The effect of
changing various parameters between the two inputs is summarized in Table 1.
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TABLE 1: Dimensions which are relevant for the separation of lower-
and higher -level fusions. Tolerances are listed within
each cell. Specific numbers reflect current knowledge.

PITCH INTENSITY TIMING
LOWER-LEVEL FUSIONS

1. Sound Localization Ht <2 db <2 msec
2. Spectral Fusion <2 Fe * <5 msec
3. Psychoacoustic Fusion <2 Hz * *

HIGHER-LEVEL FUSIONS

4. Phonetic Feature Fusion 20 Hz dbt 25 msec +,

5. Chirp Fusion 20 Hz 30 db 25 msec
6. Phonologkcal Fusion 20 Hz 15 db 150 uric

* syktematic data-not available
4' indirect evidenie

1. Sound localization occurs -for all audible sounds, speech and nonspeech.
The first display of Figure 1 shows that when /da/ is presented to both ears at
the same time, pitch, and intensity, the subject petceives one ids/ localized
"in the center of the head," or at the midline. Pitch variations of 2 -Hz can
inhibit fusion, such that two stimuli will be heard. Intensity variations of
2 db are sufficient to change the locus of the fusion. Timing differences of
2 msec are sufficient to cause the fused percept- to disintegrnte-into-two
elements.

2. Spectral fusion occurs for speech sounds and for complex nonspeech
sounds. The Second display- in Figure 1 shows that when Fl of /da/ is presented
to one-ear and F2 to the other, the subject perceives the fused /da/. Pitch
variations of 2 Hz can inhibit fusion. Timing differences of about 5 msec can
inhibit the spectral fusion of metronome ticks.

3. Psychoacoustic fusion- probably occurs for both speech soundSand non-
speech sounds. We have considered only speech sounds. For example, inthe
third-display of Figure 1, /ba/ is presentectto one ear and /ga/ tothe other
at the -same pitch. The resulting perception is /dal: Pitch differences of
2 Hz can inhibit fusion.

4. Phonetic feature fusion occurs ft competing speech-segmehts. In the
fourth display we note that when /ba/ and ,'ta/ are presented it different
pitches, the subject often reports hearing the "blend" Ma/. Pitch does not
appear to be an important parameter in this fusion; prelildinary work suggests
that differences of 20 Hz are easily tolerated and fusion rates are unatten-
uated. Intensity has not been systematically explored, but data from other
sources' suggest that differences of as much as 30db will not inhibit fusion.
Our knOwledie concerning-the effect of timing differences is also indirect.
Relative onsets greater than 25 msec inhibit fusion.
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5. Chirp fusion -is demonstrated _in. the fifth display of Figure 1. The
"chirpiest" Ma/ is presented to one ear and the Ida/ chirp to- the other. Sub-
jecits perceive the entire syllable ids/-plus r nonspeech chirp. *Pact work has
shown- that- -pitch differences of 20=ilz do not alter "fusion rates. Intensity
differences of 30 db also do not affect chirp fusion. Relative .cnset differences
ES,25 cosec are tolerable -in chirp fusion, but larger relative onset differences

inhibit fusion.

6. Phonological fusion occurs 'for pairs of- phonemes which can form
clusters, for example BANY.ET/LANKEt-!-0. BLANKET: -Display six shows that when
/dai- is presented- to one: ear and /ra/ to the other, the subject -often perceives
/Ara/. Large differences in pitch -(2a Hz) -and in intensity (15 db) do not
appear to affect fusion- rate. 'Gross differences in timing alto appear to have
no effect; differences of as' much-as-150 msec in the to-befused stimuli do not
-appear -to alter the rate of fusion fOr stimuli such as BANitilitANKET. Varia-
tions in vocal tract size-are also tolerated. Certain linguistic variatiles,
however, do influence _fusion- rate:- two such variables are the types of conso.
nant and liquid' phonemes involved in the fusion, 'and -'the semant.-x .context- in
which the stimuli appear.

CONCLUSION

'There--are at least six different -types -of- fusion in auditdry perception.
They have been compared and contrasted with respect_ to three primary parameters:
pitch, intensity, and _timing. The first -three fusions- dikutsed (Sound- local-
ization, spectral -fusion, and psychoscoustic fusion) zre sensitive to _small
changes in any of these parameters. Sentitivity _to-small-differences- in
stimuli's -energy -and stimulus timing has been- noted to be a_ propetty of periph-
eral mechanisms (Turvey, in press). Thus, for ';he purposes ;of this paper,
thete _three fusions are- considered lower-Aevel,:periPherai processes.

In contrast, the other three fusions (phonetic feature fusion, chirp fusion,
and phonological-- fusion) appear to-be higher-level _procestes. -In generelt these
fusiont are- insensitive -to large stimulus differences in pitch, intensity, and
timing. Since relative -insensitivity stimulus- energy and-stimuluS timing
has -been noted as a property of central mechanisms ( Turrvey, ivey, n press) these
three fusions may 'be considered higher..4evel, central processes.

The six fusiont rim the gamut from primitive to 'highly complex levels of
processing. Both man and animals can localize sound, a very low level ofrfusion.
Phonological fusion9 at the other end of the fusion Continuum considered here,
appears to be a situation complex enough to allow-alternative modes of processing:
some subjects fuse the stimuli presented to opposite ears and give a single
linguistic response, while otheri do-not. All -six processes that we shave con-
sidered are fusions: the subject combines two signals into a single,-percept.
Yet they are clearly different in-many ways. Therefore,_ we have described,
compared, and contrasted the various kindS of fusion so that more precise experi-
mental questions can be posed in- order to unravel the processes involved.
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Constructive Theory, .Perceptual Systems, and-Tacit Knowledge*-

M. T. Turvey
Haskins Laboratories, New Haven

In preparing, my comments, on Mace-s paper' I found'-mydelf in the pleasant
poSitiOn Of laving:nothing to .critidize: I am sympathetic to-Gibsonta. (1966)
theory of perception and it seems tO.ise that Mace-s =commenta=bn-Giblion and the
constructivist alternative are both justified and yell pue. I *ill therefore
Use 'this -Opgiortunity to -tench. upon -three ,topids which are related, if only
tangentially, to-the issties-_diScuSSed by,Made, -First, I Will-,Make addi-
4041 -comments. on- -constructiife-theory with-special reference =to the detain, of
such a theory; secondi I Will address MySelf to the idea that "perceptual.
syStemS" as defined- by Gibson-Can play- several- different roles: in theLperditii-
-ttial TrodesS;, and third, Ils4.11 comment <on- -analySiS4hy,syntlieSis for the
pose- -of :draWing_:a dittinCtiOn-,between- tacit and -explicit .identification_ along
the lineS suggested -by-MiCh.161 -PolanYi (1964, 1966):

Constructive- .Theory and Linguistic Perception

CcinstructiVe-theory assUmea that erceptual.exPerience is not a- direct
response to stimulation. Rather, the perceptual -experience ie- constructed or
created out of a number of ingredients, only some of. -which : -prciVided-hy the
Sensory- stimulation; -Other ingredientS._in a -perception- recipe are -TroVided by
our expectations; our -biases, and our knowledge of -the-world' in- general.

In view of most students of the constructivist leaning all perceptual
ekperiences are Constructed "...from fleeting tragtentary scraps of data sig-
nalled- by the senses and drawn from the- brain's memory lianks-=themseives con-
structions from Snippets of the past" :(GregOry, 1972). The extreme construc-
tivist position expresied in this quote (and- criticized by Mace) is conveniently
satirized in an analogy drawn by Gilbert Ryle (1949): A prisoner hag been held
in solitary confinement since birth. HiS cell has no windows but there are some
cracks in the walIS -through which occasional flickers_ of light may be seen, and

*Presented at the Conference on Cognition and the Symbolic Processes-at Penn-
dylvania State University, October 1972, and to be published in the conference
proceedings.

+Also University of Connecticut, Storrs.

1Mace, W. M. Ecologically stimulating cognitive psychology: Gibsonian per-spectives. (A paper presented at the Conference.)
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through the stones occasional tappings and scratchings may be heard. 'On the
basis-of-these snippet's- of light and sound our prisoner -hero becomes-apprised
of-unobServed happenings outside his- cellsuch as football gates, beauty
pageants, And the layout Of-edges and surfaces. In order for our prisoner to
perceiVe these things-he must, of course; know soMething-abodt them in'advance.
But we shodid- ask how he could-ever come to know anything about, say, football
games _except by having perceived one-in the first place?

-Ryle's analogy underscores the fact that constructiviamIn its. extreme
form takes as-its departure point traditional image:Optics rather thail-Gibson:s
(1966)_ ecological- optics; it denies the-richneSa_and variety of-Stimulation at
the receptors and Consequently denies the elaborAteneda'of the-perceptual
apparatus. pia if we accept-Gibson'S-arguments fir-- information in §tiMuiation
and-fOrperceptualMachifiery-dapable of detecting that inkormation.then-the
extreme constructivist view is unnecessary. -Thds; tot example, given -- Mace's
arguments and-detionStrations-we do -not have -to- interpret Wallach And-O'Connell's

(1953) kinetic_depth-:effeet as_a,PerCeptiori-Synthesiied-Out of inforMAtion
Collected_oVer-aperiod-of ,time.(cf:NeiSset, 19_68,_:1070)-. That is to do
not Interpret the perceptual experience of a- rigid-, threedithendionAl
totating-objeCt as ileing-the:-res4t.ot com4nirig,succeSsiveretinai ,snapshots of
a- -two - dimensional fem. The constructivist interpretation _of the kinetIC-depth
effetelaridet,iiiipart,:froM-thelAiiore;to_appreciAte that _transforMatinnsAf
patternAareiirebablY-more stimulating -and' informative than the .statitPatterns
thetselvet.

The main thrust-of dibsen'a theory; vls-a=vis con§tructiviam, is that there
are complex Vatiableadf §tidulation-whiCh specify direCtly the properties of
the World. Perception Of-the environment -Correspend§ simply and solely to the
detection -of these variables of stimulation and-there are_n0 intermediary
intellectual steps- needed to _construct perception-Out of what is detected.
Gibabni.cif-course, doed-ribtargde that allpercePtion is. of thli kindl that_is,
he doednotargue that All experienceS called -- perceptual area direet fundtion
of stiMulAtion. Indeed; headMita that some of-the experiences called petCeptual

a
are not -a fLIriction of stimulation-at all (Gibson, 199466). licWreVer, he does
believe:that perdeptiOn is exclusively a function Of stimulation Where condi-
tions, of stimulation permit.

One apparent exception to Gibson's principle of direct perception is the
perception of either the spoken or the written language. GiVen-What we knoW
about speech perception in particular, .(Liberman, Cooper, ShankWeilet, and
Studdert=Kennedy, 1967 -) and language perception in general,-we can state in a
paraphrase of GibSon that the conditions of linguistic stimulation do not per-
mit-direct perception. It is quite evident that the comprehension. of linguis=
tic-items received by ear and by eye relies heaVily on the.contekt in which the
items-are Occurring. The perception of both spoken and written language pro-
ceeds faster than it should and.it is remarkably unaffected by a variety. of
omissions and errors. Thus, our interpretation of_ a verbal item in normal
spoken or written discourse is in some.part-dependent on our prediction of what
the event-might be and is not simply dependent on the stimulation provided by
the item itself. Our predictions of--or expectations about-=a linguistic event
derive froth three major sources: our knOwledge-of what has just been perceived;
our internal model of the-language, i.e., our knowledge of the various linguis-
tic rules; and our knowledge of the world.
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Of course, what I have just .described characterizes the approach to per-
ceptiOri known as analysis-by-SyntheSis, an approach which has assumed a central
role in Modern -Constructivist theory (see Neisser, 1961). Yet while analysis -
by- synthesis and- constructive_ theory- may prove to be .useful to our understanding
of the perception of .11.riguiStic information by ear and by -eye (althoUgh'it -goes
without, saying that not everybody necessarily agrees;- see torcbran, -1971) they
may riot prove particularly useful, or =even releVarit, tci -other 'kind§ of .percep:-
tion., There- are many good reasons for believing that ,Speech perception and
reading are rather ,special perceptual activities and= that they may not-be
representative of how :perception occurs- in general:. To begin with, speech 'per=
Caption appears to- invOlve .an- articulatory. Mode1.7-4.e., production model
(see- Liberman et al.-- 1961), Both- h-eXparimerit (e g -:OOrdbran, 1966; Klapp,
1971 and = clinical obserVatiOri (e.g., GesChWind,- 1970) suggest that reading is
at least in part -parasitld upon the. ,mechanisms of speech., 'There is no tonipel,
ling -eiiidence to suggest that other forms bf 'pardeption- proceed by reference to
a production _model. the 'SpecialCharacter linguistic perCeption is -further
supported by kattino.y'-e (102) argument that grammar emerged, as an.:interkade
betWeeri two-:mismatchedirionlingiiistib-aysteths = which- -had evolVed'-SeParatelY. On
the one hand' we have. -the- me_ th:an:lath§ concerned" with` transmissionth-ear and
the vocal= apparatus= -and- On the -other-We have an intellect -Which-raPreoeritai ,
rather ,ainorphonaly I suspect, the -woad' - experience_ ;(1:66.,. the Mechariiani-cif

Grammatical -codes;, 'therefore; ,convert representations of
experience into -a form suitable fOr -efficierit: adoriaticai'trariatiSaion-,, or they
ConVert_phonetid events into s- fo#n-euitabie-kot longterik-storage -(Liberman,
mettintly, and Trirvey, -1972): [And ;"surely this kind of- radidaI CstinVersiOn- is
at the heart of _ConstruCtiVist theOry; both- lingriistid. perception--and linguls
tic imemory are restructurings of -stimulation. But we ShOuld ask, ,as- 1.-.1betthan
(1972) _haa whether such radical conversions occur in .other.- .perceptual situa
tions.]

It is perhaps' instructiVe- to -note -that -heinispherid damage which reatilts
the -reading impairment generally referred to as WOrdblindne§a -aleXia-, may
leave unimpaired die- ability to name- objects (Howes, 19 62) . But More _Important
to our present concerns is the obServation_that -alex-id patients generally haVe
no difficulty perCelVing the-spatial -aSped-ta of thlrigs such aa-diataike, shape,
size, and movement, that is, the properties of ,stithulation Gibson is primarily
concerned with We_ shduld: also note a- rather -perplexing observation reported
by :kOhler (1951) concerning the Tnnabruck inveatigatibria on the reVerSal of
the .visual world by means-of prisms. _After several week§ or months of wearing
prisms which reverse- -the Visual World, the visual world may qdite- suddenly
return to normal. But when this reversal of the visual world to normal occurs_

writing may remain reversed; the tirCeption of written language apparently
involVes at some level a_ special visual process. The-point is that answers to
the question: "how do we perceiVe linguistically?"- should not be- viewed as
answers to the question: "how do we perceive ?"

Perceptual- Systems -Do More Than.Register Itriariances

Traditionally the senses have been conceptualized as passive conduits
which transmit imperfect ithages from the retina_ to the btain where they are
represented as collections of raw sensations and out of Which perception is
eventually fashioned. For each kind of sensory experience there is, reputedly,
a special sense; thus, the special sense of vision is the source of visual
sensation, the special sense of proprioception is the source of the sensations
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of ones own movements; and so on. The convention, of Course, has been to
classify the senses by modes of conscious quality.

By contrast Gibson proposes that the senses are activeaystems which
register the invariant structureaof'aVailable stimulation furnished-at the
receptors and whith-afford to the observer" direct- knowledge of his environment.
In this view, the "senses " - =which Gibson prefers to call perceptual systems- -

d etect thfOrmation rather 'than yield sensations -andare classified by modes of
activity rather than by modeS of consciousness. Thus looking- and listening
replace, respectively,' the'having. of VisUalandaUditory sensations. Of further
importance is the idea-that:a-particular kind-Of informatiOn- is not necessarily,
the special domain-of a particular perceptual- system; -but rather that _different
aysfets can detect the Same information either singly or in combination:

GibsOnya substitntionof thadondept-of perceptual systems for that of
t he:Sense§ is-a doMMehdablennei and-its_larreaChing iMplicationa for a
general theory of ,perception have been spelled -out in thejaperS by-Mace and,
ShW inthisdOhferehde. 1.1hatt Wish tik-tOddh;i4On ih-the preaent diaduasion
iathe ideathatperceptUalayate*aareflexible MaahlherleaWticndah=be_PUt
to Useaother thanthat-Of:disdOyerihg-inliariantS in changing stimulation,
although-that .primary Thus,. Inaddition-to=detectihg,
inVariandea=perdetotUal aySteinaCane generative-deVideS-Widh-corigtrUcttodr-
deptual. eXperienceanfCettain-kihdS.:, -But-Wa-ShOtild.Idardagainst concluding
that just because-, perceptual systems dah4denstrudt,then_the.everydaY Perception.
of the everyday world ladonStructed: As I view -it, telatiVely few-perceptual
experiences are constructed-. While there is certainly an intimate-And theore-
tically relatiOn-between. he workings of a.perteptual system as a
datedtOr of invariances and the workings of a-perceptual system-as a generative
device, I do not think -that the -relation is_ohe of- identity.

There is certainly nothing novel in the idea thata-perceptual syStet can
be -generative. Ihdeed, B41'. Skinner (190)- haa elegantly- expressed this
notion in his dhoide Phraae deadribing-the behaviorist-position on conscious
_eitperiende: "seeing -does not -imply-- something seen:" If I understand-Skinner.
correctly he is Saying that seeing -is (can 136?) =behaViorand therefore seeing
a:Roll-a-Boy-de, for exatple, is an'adfiVitY which. can be evoked (given the right
contingencies) even though -no -R011sROyde ia_preSeht to be-Seen. It is inatruc=
ave. to note that the statement which Skinner finds so admirably deactiptiVe of

behaviorist viewpoint is the very kind of statement whidh ekpretset the
position advanced by donatrudtiviata (Gregory; 1972; Koiers, 1968;1-Nasser,
1967), although I-suepect that Skinner and the constrUdtiVistafind this state
tent appropriate for different reasons. In any event, the idea that a percep-
tUal system May _yield an experiende in the abdehde bkstiMnlation has been well
recognized. Thus, dreaming, hallucinating, illusioning, and imaging may all be
considered as examples of this characteristic of perceptual sySteMa. But while-
it is reasonable to propoSe that-a person _wilt, is seeing or hearihg or smelling
things that are not preseht must be generating them for himself, we need not be
convinced by this -that the generative-medhaniaMs he uses overlap with the
normal mechanisms of seeing, hearing, and stellihg. Fortunately there are more
Solid grounds for inferring the overlap.

.2
Shaw, R. Algoristic fOundations of cognitive psychology.
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In a,signal detection experiment a ,subject is asked to image something
and-to indicate when -he has &load:image: At that paint a signal is either
presdnied or not and the subject is required -to repart whethek the signal did
or did not occur. If the subject was entertaining an. auditory image and, the
signal was auditory then sensitivity (measured as d') is poorer than if a
Visual image had been entertained. SimilarlY,'the-detection of _d visual signal
isinipaired more significantly-by concurrent visual imagery than by concurrent
auditory imagery (Sagal_anUF4sella, 1970, 1971), The interpretation giVen to
-this- outcome is that detecting,'ady, a visual signal and genet&ting:A visual_
lira& require ,the services of of "a common mechanism.

A siMilat conclusion-canhe dtawn from. the work of Brooks (1968). A sub-
ject is required to recall (image) a hlodk.Fthat he has recently studied.
iaththe'block F in-mind -hemust-signal its corners, signaling those at the
bottom-and top -by, thoae irthetween by "no" -and stetting, say, at the
bottOM right hand-cornet. The task isar more difficult if he, must signal the
seqUende-Of and at an: array- Of-yea-ea and: -nos than if he-

-signals the- sequence verbally1 The inferendeiathat imaging the-blOckT and
pointing; at the visually displayed War4hoth depend- on theTsysteth-for&Oeing.
By way of cOntteat,We-dan-Aak the subject to leath a short aerrienceY( "Abitd
in-:the handid,nOt in thehrithi) .and .then to-,:g6-through theaentence mentally
indicating,eadh,nahrt.'-by-"yee' and-evetY=W6rd,thit is-nata.notin hY'4'no."' In
this-dase, aignalihuthejeaes and-n6s,:bY-Painting_iasupetior t6 --saying the
yeses and nog-Aland"; presumably bed-Arra& the speech imagery required to maintain
the-Sentence anc1to-ga through_the-aentence 'conflicts with speaking-the yeads
and-nos-

Ira similarly-motivated-experithent OrOOks, 1967) the subject is instructed
abaut the arrangement of digits in n-a matrix. 'The subject is told to image the
matrix-and then to allocate the-digita-iitthe-Matrik ad-cording to the instruc-
tions which-ate presented to-hiteithek in &Written-fatal:45r aurallY
aeqUent recall of thelOcation-Of the.digita-in thematrikia poeiket in the
keadihg condition than in the listening Condition. The inference in this case
is that reading a message is antagoniaticta-the simultaneous representation
of spatial relations, whekeas listening to a message is not.

Other experiments have pointed to this dependence' 6k memory on the percep-
tual apparatus relevant ta the to -be- remembered material. Thus Atwood (1971).
shoWe-that an irrelevant visual perceptiOn interfered mare-With verbal learning
by-means of imagery than did an-irreleVant auditory task. Den -Heger and Barret

(1971) shoWed that the shOrt-term retention of the digits in a matrix Was inter-
fered with more by a Verbal interpolated task than by a visual interpolated
task,- while the reverse was true for the retention of the spatial location of
the-digits.

On this evidence we may conclude that perceiving and imaging engage the
same -neural apparatus, at least at some level, and that memory sustaining opera-
tidons(such as rehearsal) and acts of remembering (such as imaging) are carried
out within the perceptual system most related to the memory material. In
Other words, there is support for the arguinent that a perceptual system is also
a generatiVe system.
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It is commonplace to regard imagery and hallucinating experiences and the
like as-the arousal of stored representations-. The'use of nouns such as
"image, hallucination, dreani," etc., commits us to.the idea of something--an
object or a sceneWhich is: recalled or rearoused or constructed and which
then-like a real object Or scene-=-46 viewed or experienced by an obserVer.
Alternatively we could argue that it is the act of imaging-or dreaming or

hallucinating that is experienced, and that (following Skinner-, 1964 imaging,
dreaming, and hallucinatingdo not imply things imaged, dreamt,or hallucinated._
On `this argument, whiCh-i 1,4ppen to,prefer, it is true to:Say that I am imaging
my grandmother, but it is not true to say that I have an image of my grandmother
in.my head:

-Related to the- generative capability of perceptual systems- is a rather
important use for at least,one perceptual system, the visual perceptual system:
to_model or imitate- ,external events. In a sense, all acts of construction
carried out by a perdeptdal, syStelp,are-imitative-acta, but what I have in mind
,here is the idea:of the visual perceptual system functioning as an analog
spatial model in-which orderly, physical OpetatiOns can be-condueted- vicariously
(afttneaVel 1972)- This characterization. of the visual system-iasimilar to
Ctaileal -(1943)7theSiarhat_the brain-isesSentiall4F a complex_' machine- which can-

patallel,or-MOdellihsiceI:procesSea,--a-Capabiiity of neural machinery which
'CraikViews-aa thetnndamental feature of thogghtand'explanation.

-- Evidence that tt* 1404 perceptual system -can todel;physicalsPace, i.e.,
that. it can-exhibit processes: which- haVde similar relation structure to
_physical aOade (Cf. Craik, 1944 is to be-found in experiments conducted by
Shepard and -his colreague§. In one experiment (Shepard -and 'Metzler, 1971)
sOhjeCtS were shown-apait of twodithenSional.portrayais of three- dimensional
objects and were-Asked-to decide as-quickly as possible whethet-olie of the
objects could be rotated into -the other: The decision latency was shown to be
in.increasing linear function, of the angulat diffetence in-the:portrayed-orien-
tation-of the two.Objetta. AtAP-difference the-latency-Waal sec while at
1806 difference the latency Was-4 or 5 Sec. Each additional degiee of rotation
added-approxithately 16 maec to the iateney of recognition-and this was essen-
tially so whethet the rotation was in the plane af the Pictute.ot in depth. In
alutther experiment (Shdpatd_and-Feng, 1972) subjects were given a picture of
are-Of the patternS of six connected squares which iaproducedrWhen the faces
of adnbe are unfolded-And laid outflat. Their task was tO:dedide with Minimal
delay whether two marked edges af two-differeht squares Would meet if the
square was folded back into the_cube. The time to reach a decision increased
linearly with the sum of the number of sqUatea that would bave been involVed if
the. folding up operation Were actually performed.

In these experiments of Shepard's the subject is apparently imitating
covertly those operations which he would perform, if he-Were actually to rotate
a ,phYsical object or actually to fold up a physical pattetn of squares into a
cube. Moreover, these covert motor Activities parallel actual motor activities
in that they are performed in a continuous space and in'real time. On the evi-
dence we should argue that the neural spatial representation which is afforded
by the visual per'ce'ptual' systeM and in'which these covert performances occur
is a model of, or an analogue of, physical spade:
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From other experiments we can infer anAnteresting complicity between
other perceptual systems and the Visual one where -spatial properties are
involved. Auditory localization (Warren, 1970)has been shown to be better
with the eyes open than with the eyes closed; learning responses to tactile
stimuli delivered infixed locationg is better with unrestricted than with
restricted vision (Attneave and Benson, 1969); and the short-term retention of
a spatial arrangement of tactile stimulation is impaired significantly more by
an irrelevant arithmetic task presented-visually than by that same task pre-
sented auditorily (Sullivan, in preparation).. What these experiments imply is
that information about location is mapped- into the spatial analogue system pro-
vided by vision even when the location information is received or detected by
other perceptual systems.

Knowing About Things You Do -Not -Know YOu.Know About

As I have commented above, analysis-by-synthesis and constructive theory
have much in common. The idea of synthesis is a slippery one but we aan come
to terms with it if we consider the way in which a blindfolded man might attempt
to recognize a solid triangular figure by moving his finger around the outline.
(The exampleris-taken.from an early discussion of synthesis by Mackay, 1963.)
To our blindfolded man the concept of triangularity is defined by and symmetri--
cal with the sequence of elementary responses necessary in the act of repli-
cating the outline of a,triangle. Nowwe may presume that the recognition of
any sensory event is in some sense an act of replication of the stimuli
received. In other Words, replicas of the input are generated- until there is a
significant degree Of resemblance between a synthetic replica and the input.
Of course the input which the replicating or synthesizing mechanism is dealing
with is in quite a different physidal form from the original input to the
sensory receptors. It is probably in the form ofjieuroelectrical activity of some
spatial-temporal specifidity. In any event, to identify a triangle I do not
have to synthesize triangles; to identify a-smell I do not have to synthesize
odors.

Generally speaking, analysis-by-Synthesis models propose that identifi-
cation lies in the act of achieving a reasonable facsimile of the input. But

the constructivist view of perception, at least on my understanding of it, may
wish -to ascribe something more than "identification" to the replicative act.
The stronger and preferred position is that the perceptual experience of some-
thing corresponds to the act of synthesizing that something. Thus, for example,
with reference to the spontaneous reversal of perspective during "midflight" of
a Necker cube set into oscillating, apparent motion, Neisser (1967:144) comments:
"...the reversal of perspective at that point emphasizes that figural synthesis
is not a matter of cold - blooded- inference butof genuine construction." The

experiences of dreaming, hallucinating, and imaging are especially relevant; as
I noted earlier, it seems reasonable to propose that a person who is seeing or
hearing things that are not present is experiencing his own.internal acts of
syntheiis. But on the constructivist view one wants to argue, in addition,
that the perception of an actual event corresponds to an act of synthesis and
this in my opinion raises a serious, and a.s far as I know, unanswered question.
Is the act of synthesis which underlies the imaging of, say, a capital A or a
loved one's face, the same kind of operation as that which underlies the
identification of a capital A or a loved one when they are visually present?
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I am aware of very little information which bears'on this question.
There are, howevet, a few hints from case studies of agnosia which suggest that
the two operations I have referred to are not of the same kind. A patient who
cannot read letters, i.e., cannot identify them when they are presented
visually, may still be able to visualize them and desdribe their features.
Conversely, a patient who.can read letters may not be able to image them at
all (Nielsen, 1962:35-40).

Let us hold this somewhat' isolated observation in abeyance.for a moment
and turn to a more serious, but. related problem. If identification occurs in
conjunction with the synthesizing of a reasonable match, and if perceptual
experience corresponds to that successful act of synthesis then we'should con-
clude as folloWs: the conscious perceptual experience of a sensory event is
the earliest. stage in the processing of that event at which the identification
of that even" can be said.to have occurred. I intend to argue that this con-
clusion is false and that at least for .certain kinds of linguiitic material
identification precedes the conscious-experience and on occasion can be shown
to occur in the absence of any conscious experience whatsoever. If my argument
is correct then we 'should suppose that the processes underlying identification
and those underlying conscious experience are quite-different. To put this
another way, the operations by which identification of a capital A (using our
earlier example) proceeds _and-those by which the conscious experience of a
capital A is expressed are not identical. Thus we should not be surprised to
find, on occasion, brain-injured patients Who cannot identify letters but can
easily image them.

Michael Polanyi (1964, 1966) has for some time argued for distinguishing
between two species of knowledge: tacit knowledge, about which we cannot speak,
and explicit knowledge, about which we can. This distinctionadoptehere in
a, rather diluted form--will prove fruitful to the ensuing discussion. I will
attempt to show that we may know the identity of a verbal event tacitly, but a
further operation - - different from that underlying tacit identification - -is
heededif we are to know the identify of the event explicitly.

A good starting point isprovided by the situation evident in visual
masking. As you probably know, when two stimuli are presented to an observer
in rapid succession perceptual impairment may result. Either the first.or the
second stimulus may be phenomenally obscured, or at least, not identifiable.
One general principle of masking is especially.relevant: when masking is of
central origin (under conditions of dichoptic stimulation) the later-arriving
stimulus is the one likely to be identified rather than the leading stimulus.
In short, masking of central origin is primarily backward and this I propose
is an important comment on the nature of central processes (Turvey, in press).
We should also note that whether or not a lagging stimulus can centrally mask
a leading stimulus is dependent on there being some geometric (and/or perhaps
semantic) similarity between the two. By way of contrast, =asking of periph-
eral origin can occur in the absence of any formal similarity; in the periph-
eral domain the comparatiw energies of the two stimuli are more important
(see Turvey, in press).

Paul Kolers (1968) offers a useful analogy for backward masking of central
origin. The idea is that the central processor may be-likened to a clerk who
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receives customers on an aperiodic schedule. When a customer` enters the store
the clerk asks him a variety of questions in order to determine the customer's
dispositions and wants. However, if a second customer enters soon after the
first the clerk may be hurried and, therefore, less.thorough in his.treatment
of the first. ,Consequently, some things may be left undone. But we should
note that the clerk has registered and responded to some of the first customer's
requests. The analogy emphasizes that although processing. of the first stimu-
lus'in a backward masking situation May not be completed and consequently an
explicl%: account of the first may not be forthcoming, something about the first
may be known.

One kind of, experiment in particular is a rather elegant demonstration of
this point. We know that when a stimulus is decreased im:physical energy,
reaction time to its onsetj.6 increased proportionately. Howevet, the reaction
time to a backwardly tasked stimulus-, which may appear either phenomenally
decreased in brightness or absent altogether is not-so affected (Fehrer and
Raab, 1962; Harrison and Fox, 1966; Schiller and Smith, 1966). Thus, we should
suppose that in the presence of the masker those operations whiCh-determine the
phenomenal appearance.of the stimulus have been left relatively _undone, but
those which detect the occurrence_ of the stimulus and detetmine,its intensity
have been completed-

.

But other experiments.are_tore releVant to the distinction that I seek to
draw-between tacit and explicit identification. First is_an experiment reported
by Wickens (1972) 'which shows that an observet may haVe some knowledge of. the
meaning of a masked word even though he might be unable to report the actual
identity of the word. In this_experiment-a word was briefly exposed and
f011Owed by a patterned mask. Then the subject Aims-given-one of two possible
words and asked to guess whether it was similar in some way to the masked and
nonidentified word. This second word was never identical to the masked word -

but it_sias, half of the-time, similar on:some-dimension to the masked word.
The other half -of- the time it was dissimilar. -For some- dimensions at least- -
the semantic differential, taxonomic categories, _and synonytity--the subject.
was likely (better than chance) to identify the semantically related word. The--;

conclusion we may draw from this experiment of Wickens is that one,can have
tacit knowledge about the meaning Of a word in advance of explicit knowledge
about its identity. This is also the conclusion I think we should draW from
the-expeffments of Reicher (1969) and Wheeler (1970). Those experiments shoWed
-that -under identical conditions of backward masking, with careful Controls fot
response-bias effects, a-letter could be more accurately-- recognized if it was
part of a word than if it was part of a nonword, or presented singly (cf. Smith
and Haviland, 1972). It has always seemed'to me that the simplest interpreta-
tion of this result is 'that meaningfulness (and/or-familiarity) affects the
time taken to process (cf. EiChelman, 1970). But if this is true then we are
faced with trying to understand how meaningfulness or familiarity can assist
speed and accuracy of identification since we should argue, on the conventional
view, that sensory data have to make contact with long-term c'torage, i.e., have
to be identified, before their meaning-or familiarity can be ascertained.

This issue is similarly exposed in'those experiments which demonstrate a
direct relation between the number of syllables or pronounceable units in a
verbal event and the time taken to identify it. Thus, for example, Klapp (1971)
has shown that the time taken to press a key to indicate that a pair of two-



syllable numbers, e.g., 15 and 15, or 80 and 80, were the same was measurably (L
shorter than the time needed to indicate the sameness of_a_pair:Of three-
syllable numbers, e.g., 28 and 28, or 70 and 70. The-qUettion we should ask of
this startling result is: how can-the number of syllables affect the time to
identify, since surely one must first identify an optical pattern such.as 15 or
70 before one can know how to pronounce it?

In a .similar vein there is evidence that the category, letter or digit, to
'which a character belongs can be known before its identity As determined
(Brand, 1971; Ingling, 1972; Posner, 1970). In short, we can knoW that a
character is a letter or a digit before we know which letter or digit it is.
On* Ingling's (1972) data in particular we should have to argue that determining
category membership is not based on any simple or obvious feature analysis. In
passing we should also note that these demonstrations are in concert with the
special cases of visual alexia reported by Dejerine (1892) and Ettlinger (1967).
Here injury to the left hemisphere results in an inability to read letters but
leaves unimpaired the ability to read arabid numerals. And it is not that the
patient has necessarily forgotten the names because he might be able to iden-
tify letters conveyed- to-him tactually.. Nor is his problem that of being
unable to discriminate letter features since he can sort letters into-groups
where each group represents one particular letter.

'By way of summary, there is good reason to propOse that with respect to
certain events one can be aid to know something about the identity of an event
before one knoWt that event's identity. This seeming paradox, allUded to
eltewhere by Coltheart (i972a, 1972b), can be resolved if we distinguish between
tacit and explicit identification and view the latter as preceded by and shaped
by the tormer. An experiment by Worthington (1964) shows that one can have
tacit knowledge of the semantic character of an event in the absence of any
awareness, i.e., explicit knowledge, of its presence. On the surface at least,
Worthington's experiment had- to do with the .time course of dark adaptation.
Light adapted subjects seated in,a black room wererequested to view a desig-
nated area in which would appear a dim white light. Their task was simply that
of pressing a button as soon as they saw anything in the specified area.
Pressing the button turned the light off and the dependent measure was the time
elapsed before the button was pressed. Unbeknown to the subjects, the dim
light was a disc with a word printed on it in black. The word could be either
an obscene word or a geometrically similar neutral word. Worthington found
that the average button-pressing latency was determined by the semantic status
of the word, with the obscene words yielding longer elapsed times. It is
important to note that no subject ever reported seeing anything in the white
light.

Further support for the tacit/explicit distinction is to be found in the
literature on selective attention in audition, particularly in two experiments.
Both use the technique of dichotic stimulation with the shadowing of one of the
two concurrent messages. The general finding with this paradigm is that the
subject knows little about the unattended message. But I should choose my
terms more carefully; the general finding is that the subject knows very
little explicitly about the unattended'message. At all events, as Cherry (1953)
initially observed and as many have confirmed since (e.g., Triesman and Geffen,
1967) a subject may be able to give a relatively detailed account of the
physical character of the unattended message but may be sorely limited in his
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ability to report on the semantic content of the message. We shall see,
however, that the subject knows a great dial more about the unattended message
than he can tell.

In one experiment (Lewis, 1970) pairs of words were presented simulta-
neously such that the unattended message words were associatively related,
semantically related, or unrelated to their partners in the shadowed message.
Although the subjects were unable to report the words on the unattended channel,
it was shown that shadowing reaction time was slower when the word presented in
the nonattended message was synonymous with its-pair on -the shadowed ear. In

short; the unattended-words were identified but their identification apparently
was not made explicit. Similar evidence is provided in a recent experiment by
Corteen and Wood (1972). In this experiment certain words were first associated
with shock to establish 'skin-conductante change to these words alone. The

shock-associatedyords.were then embedded in the unattended message along with
words-from the same class (cities) as -the shock-associated words, and with con-
trol words. Both the shock- associated and monshock-associated city names pro-
duded a significant number of autonomic responies even though the subjects
(according to the criteria of awarehess-employed), were not'aware of them:

We should suppose, as _I_did earlier, that there are important distinctions
to- be- drawn- between the processes by which-we tatitly=know and - -those -by -which

we_explicitly_knOw.- To begin-with, I suspect that the operations of tacit and
explicit identification differ in that the- former, unlike the latter, do not
make demands on our limited processing capacity. Support for this idea can be
draWn from several sources: recent experimental and-theoretical analyses of
attentional components (Posner and Boies, 1971), attempts to determine the -

locus of the-Stroopeffect (Keele, 1972; Hintzman, Carre, Eskridge, Owens,
Shaff, and Sparks, 1972), and-investlgations into the relation between central
processing capacity and iconic memory -(Doost and Turvey, 1971). Essentially

these sources hold that selectiVe attention and limited capacity effects
operate after a sensory-event has made contact with long -term store (cf. Norman,
1968; Posner and Warren, 1972).

The argument has been made that certain variables which affect identifica-
tion, such as meaning and familiarity, can only influence the course of percep-
tion after contact with long-term store. -Thus, in an experiment such as Klapp's
(1971) contact between an optical pattern, say, "17," and long-term store, must
precede the determination of how that pattern is to be pronounced. Therefore,.

it must be argued that the number of syllables in tbe verbalization of the
pattern cannot affect the course of tacit identification. On the contrary, the
number of syllables can only affect the temporal course of explicit identifica-
tion. By the same token, it is the conversion.from -tacit to explicit identifi-
cation rather than the process of contacting long7term store which is sensitive
to meaning and familiarity.

A nonlinguistic analog of the Reicher-Wheeler phenomenon has been reported
by Biederman (1972). Essentially, the experiment showed that an object was
more accurately identified-when part of a briefly exposed real-world scene than
when it was part of a jumbled version of that scene, exposed equally briefly.
And this was true even when the subject was instructed,' prior to exposure,
where to look and what to look for. Biederman's discovery implies that the
coherency and symmetry of the real-world scene affected the explicit
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identification of the particulars of its composition. In a somewhat related
experiment Eichelman (1970) has shown that a physical match (see Posner and
Mitchell, 1967) is made faster between two words than between two nonwords
(cf. Kreuger, 1970).

The question we should ask of all these experiments is: how can "higher
order" properties of stimulation, such as symmetry, familiarity, and meaning,
affect the identification of the "lower order" properties from which the
"higher order" properties are apparently derived? On the present view, the
answer to this question is that these higher-order properties are detected by
relatively direct means (analogous, perhaps to Gibson's idea of "resonance"),
and that explicit knowledge about the particulars, and other kinds of informa-
tion embodied in the stimulation, is accessible only after such tacit identi-
fication.

In sum, pattern recognition can be said to consist of two rather broadly
defined stages. The first is that in which-stimulation contacts long-term
store and. the second is that in which the -tacit_identification afforded by the
first-stage-is converted-into explicit-knowledge. It would'ppear on the evi-
dence that:the processes involved -in the two stages are quite different. More-
over, it would appear that much of-what me know about "pattern recognition" is
related to thf-aIasa of operations by which things come.out of long-term store,
i.e., the tacit-toexplitit-cOnversiOn, rather _than to the-Manner in Which_
patterns of stimulation_contactlong-term4tore in=the first place. In short,
the'"Hoffding Step" (Hoffding, 1891;- Neisser, _1967) remains very much a mystery.

In view of the foregoing we might also speculate that the form of knowledge
at the tacit level differs from that at _the explicit level. This is, of course,
the essence of Polanyes (1964, 1966) argument, -Here we should take it to mean
that the explicit account of an event and the-tacit account of-that same event
may look quite different, even radical1y so. Consider if you will the phenom-
enon in the short - term memory literature known-at-release from proactive inter-
ference (PI). On successive short-term memory tests of the distractor kind
(Brown, 1958; Peterson and Peterson,1159) a subject is given short lists of
maybe three words to retain, a new list for each test. If-the words presented
on -the successive tests are drawn from the-same category recall-performance
across the successive tests will decline precipitously. If we now present words
on a short-term memory test which have been drawn from a category conceptually
different from that used in the immediately preceding tests then there is an
abrupt recovery in recall performance. For example, if a subject received
three successive tests with digits,as the to-be-remembered material and then on
the = fourth test he was given letters.to retain, performance on the fourth test
would be equivalent to that on the first and substantially superior to that on
the third. Wickens (1970) has proposed that the PI release procedure identifies
"psychological" categories. We can assume that there is a common way of encod-
ing within a class (accounting for the decline in recall) which differs between
classes (accounting in turn for the increase in recall with shift in class).

Table 1 shows two distant classes of material as defined by PI release.
The set of words in the left column consists of a random arrangement of three
words drawn from the evaluative dimension, three words from the potency dimen-

4 pion and three words from the activity dimension of the semantic differential
(Osgood, Suci, and Tannenbaum, 1957). Each word rates high on one dimension
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TABLE 1

farm wife
prevent burn
uncle silence
sea debt
car sing
play young
religious disease
action alone
develop serious

and is relatively neutral on the other two. The right column of words is simi,
larly constructed. The difference-- between-the two columns is that the left:
hand- column -words are-drawn from the positive-pole-of their respective diman-
sions,and-theright-hand-column-vords are-drawn-from the-negative pole of their -_

respective -dimensions -(a11 words were selected ftomBeisse,-1965). The- experi-
mental eVidence iathat_shifting across -dimensions=within-theaamt polarity=
does-not yield a release-frOM:PI;Onthe%other,hafid,-4 highly. significant im-
-provementih-recallaceurs following change in_polarityeither within-Or
between-dimensidfis (Turvey,and-Fertig, 1970;:_TurVey,:Fertigtand KraVetz, 1969).
In brief,-it has:been_ahown that-the polarities are-orthogonal-but the dimen-
sionSare not. What I slunild_like to argue is that this_ distinction- between
positive and negative polarity is-made-only tacitly. IntheT_Irelease situa-
tion a distinction is obviously-being made, andjWithout effort, between the two
polarities. But I submit thatClose examination of Table l_and careful perusal
ofthe individual words, wilrnot lead -you to conclude that the two-cOlumns
differ in any sensible Way. Imagine if the -words in the eko columns were simply
mixed together and you were ignorant of the-semantid differential las were the
subjects in the experiments).. I-doubt if you could even-begim to sort them into
the two categories I haVe described.

In other words, you -can make a distinction-tacitly that- you cannot readily
make explicitly. Quite to the-contrary is the- situation with nouns and verbs. .

A shift frounounsto verbs or vice versa does not lead-to a release froM PI
(Wickens, 1970), but one can with some facility distinguish nouns from verbs if
one is asked to do so. In-the LeWis-(1970) experiment referred to above,
synonymity between attended and unattended words exerted a marked effect on the
reaction time to attended words, but associative relations based on associative
norms did not. We might argue from this result that associative norms reflect
explicit distinctions but are themselves noeisomorphic with the-structure of
tacit knowledge. Similarly, we can argue that the structure of tacit knowledge
does not incorporate images. On-the evidence, a diatinction_la not made
tacitly between high-imagery concrete words and loW,imagery abstract words.
although such a distinction is clasrly made explicitly. Wickens and Engle
(1970) failed to find PI release with a shift from concrete to abstract-words,
and vice versa, even though the imagery variable it known to be important in
free- rec.ill and paired-associate learning (Paivio, 1969). Imaging, we might
suppose, is constructing from tacit knowledge.

Assuming, therefore, that my interpretation of the PI release situation is
not too far off the mark, we may draw the following, highly speculative but
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intriguing-conclusion: you may make distinctions tacitly -that you cannot make
explicitly,_ and, conversely, you may make distinctions explicitly that are not
furnished tacitly. In this lattek case we should assume that such explicit
distinctions are constructed.
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Hemiretinae and Nonmonotonic Masking Functions with Overlapping Stimuli

Claire Farley Michaels
+

and M. T. Turvey
Haskins Laboratories; New Haven

Single letter targets followed at varying onset-onset intervals
by a patterned mask were presented for identiftcation to the hemi-
retinae of both eyes. The target and mask stimuli were spatially
overlapping; the mask could impede target perception dichoptically
and the energy of the target stimuli was twice that of the mask.
Under these conditions U-shaped monoptic masking fhnctions Were ob-
tained whidh did not differ, as a function of hemiretina, in their
overall shape or in their points of maximal masking.

Recent evidence indicates that U-shaped masking functions are not limited
to conditions of metaccintrast. Nonmonotonicfunctions relating degree, of mask-
ing to stimulUs-onset-asynchrony (SOA) for spatially overlapping targets and
masks have been renorted by Purcell and Stewart (1970), Weisstein (1971), and
Turvey (in press). .Turvey (in press) has;hypothesized that nonmetacontrast
U-shaped functions should. occur under the following conditions: when the,en-
ergy of the target is greater than that of the mask, and when the mask can
effectively impede the perception of the target under conditions of dichoptic
presentation, i.e., the mask is an effective central mask.

An explanation of the U-shaped function obtained when these conditions pre-
vail can be stated quite generally in terms of a gradual shift with increasing
SOA from masking of peripheral origin to masking of central origin (Turvey, in
press). It is proposed that at zero and at very brief SOAs the induced per-
ceptual impairment is of peripheral origin. At brief intervals the two stimuli,
target and mask, engage common peripheral networks and uhder conditions of peri-
pheral interaction the stimulus of greater energy dominates. Thus, peripher-
ally, a greater energy target will occlude a lower energy mask. At comparatively
larger SOAs it is proposed that the 'two stimuli do not interact peripherally but
arrive centrally as separate events. The nature of central processing is such
that given the reception of two stimuli in close succession the.operations on
the earlier stimulus are either terminated or distorted by the arrival of the
later stimulus. Centrally the energy relation between the two stimuli is rel-
atively unimportant; what matters is the order of arrival, with the advantage
accruing to the later stimulus. Thus, centrally, the later-arriving mask can
impede the perception of the greater-energy target. With further increments in
SOA the perceptual impairment of the-target induced centrally by the after-coming
mask declines because more time is allowed for the central processor to determine
the target stimulus before the mask arrives.

4AlsoUniversity of Connecticut, Storrs.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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These notions have received some support in a recent series of experiments
reported by Turvey (in press). The present experiment was conducted as a fur-
ther demonstration of nonmetacontrast U-shaped masking functions under the condi-
tions described above. In addition, the experiment asked whether the overall
shape and/or peak of the functions varied with the hemiretina to which the target
And mask,were presented.

Method. Two three channel tachistoscopes (Scientific-Prototype, Model GB)
modified for dichoptic viewing were used to present single letter stimuli (A, H,
M, T, U, V, W, X, Y) to one of the four hemiretinae. The viewing field of the
tachistoscope subtended 6.5 horizontal by 3.5 vertical degrees of visual angle.
The lines composing the letters were .15 degrees thick, while the letters were
.92 degrees high and, on average, .60 degrees wide. The center of the letters
was 1.15 degrees' of visual angle to the left or right of a centrally located
point of fixation. The target letter was followed monoptically by a pattern
mask which consisted of two identical composites of letter fragments, the centers
of which were positioned 1.15-degrees to the left and 1.15 degrees to the right
of the fixation point. The mask and A target letter are presented in Figure 1.
Pilot data had indicated that the mask could successfully impair target.identifi-

Fig..I
Figure 1: The mask stimulus (right) and an example of the target

stimuli. (The internal border represents the edge of
the viewing field.)

cation under conditions of dichoptic presentation, e.g., if a target was presented
to the temporal hemiretina of-the left eye and the mask to the right eye. Both
the target and mask durations were set at 10 msec to preclude eye movements. Lu-
minances of both stimuli were set initially at 10 ft L, and a 50 percent Kodak
neutral density filter was then used to reduce the mask luminance. Thus, the
energy of the target stimuli was twice that of the mask.

A completely within Ss design was used, with each S receiving 10 targets to
each hemiretina at each of 10 SOAs (0, 10, 20, 40, 50, 60, 80, 100, 150, and 200
msec). For half of the Ss, SOAs increased across trials and for the others, they de-
creased across trials. The 40 trials at each SOA were randomly. divided among the
four hemiretinae with the restriction that each hemiretina receive 10 presentations.
On a particular trial, the S knew neither to which eye nor to which side of a con-
stantly illuminated fixation point the stimulus was to appear.
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Eight Yale University undergraduates, naive about tachistoscopic viewing,
were paid to serve as Ss. They were instructed to identify the letter and;o
guess if unsure. The entire procedure took about 40 minutes including a
minute rest.at the halfway point.

Results and discussion. The number of letters correctly identified at
each SOA was averaged across Ss for each hemiretina. These results are pre-
sented in Figura 2. An Eye X Pathway-type (Contraiateral vs. Ipsilateral) X
SOA X Ss analysis of variance revealed that only SOA was significant, F(9,63)=
16.6, 2.4.001. All Ss demonstrated maximal masking at SOAs of either 40 or 50
msec. Examination of Figure 2 clearly shows U-shaped functions for each hemi-
retina but obviously neither the minima of these functions nor their ascending
and descending components differed.

According to the hypotheses advanced earlier, two types of masking occurred.
In peripheral processing, energy was the critical variable and at brief SOAs the
higherenergytarget masked the after-Coming mask; that is, -the target'wonout
in the competition for _peripheral networks. Atlonger SOAs, the mask escaped
peripheral impairment by the target and 'the rules of -central,processing took
effect;_ namely, the mask had the advantage_of-being a-second-event-and, as such,
could digrupt the centralrOcessing_of the target. Oh this account, tbd-pre-_
sent results indicate that central masking did not differ as a lundtion of they
hemiretina to which the target and mask were delivered.

Another variable needs examination in the present context. Degree of eccen-
tricity from the fixation point has been found to be a determinant of vowel re-
action time (McKeever and Gill, 1972) and degree of metacontrast (Stewart and
Purcell, 1970). We might suspect that degree-of eccentricity affects peripheral
and/or central masking. This possibility awaits investigation.

Finally, the existence of U-shaped functions in the present expe4ment.rein-
forces the notion that they are not unique to the metacontrast situation as some
have supposed (cf. Bridgeman, 1971).
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Visual Storage or Visual Masking: An Analysis of the "Retroactive Contour
Enhancement" Effect

M. T. Turvey,
+

Claire Farley Michaels,
+

and Diane Kewley Port
Haskins Laboratories, New Haven

ABSTRACT

Standing and Dodwell (1972) reported that a contoured target
stimulus, which is only poorly identified when exposed-briefly
against a steady background field,-can be identified accurately if
the field-is terminated shortly after target. offset-. This observa-
tion was replicated -and, in addition-, itwasshoWn that target iden-
ification is enhanced -when the-- target- -onset is-temporally- proximate
to the onset of the field. Furtheratore, it wasrdemonstrated that a
'continuous background field-is not essential for either effect. It
was argued that these "retroactive'and'"pioactiVe" enhancements of
target identification were due.ta aicomplex interaction among for-
ward, backward, and simultaneous masking.

INTRODUCTION

_A target letter which is itor below recognition threshold when exposed
briefly on a steady homogeneous or heterogeneous-background field -can become
fully visible if the field terminates within about 100 msec of the target.
This recent discovery of Standing-and Dodwell (1972), whidh they haVe named
retroactive contour enhancement (RCE), suggested to them a visual storage
prodess for subliminal stimuli localized ate very early stage in the flow of
the visual information.

The present paper examines the question of whether Standing and Dodwell's
RCE phenomenon was the result of a storage process, as they have argued, or
the result of some other kind or. operation in the visual system.

EXPERIMENT I

The first experiment sought to replicate the basic finding of the Standing
and Dodwell paper.

-
+Also University of Connecticut, Storrs.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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Method

Subjects. The subjects were four Yale University undergraduates who were
paid $2.00 per hour for their services. All four subjects had normal or
corrected-to-normal-vision and all four were unfamiliar with tachistoscopic
viewing.

Apparatus and stimulus materials. The same apparatus and the same mater-
ials -were used for all four experiments reported. The stimuli were presented
by means of a three - channel tachistoscope (Scientific Prototype, Model GB) with
automatic slide changers. The viewing distance was 15 in. and ,the field of
the tachistoscope subtended 3.5 deg vertical and 6.5 deg horizontal.

The target stimuli were a set of 100 trigrams constructed-from the set of
consonants with the restriction that no consonant was repeated within a tri-
gram. The black letters ona white surround subtended' .67'deg vertical and,
on-the average, .36 deg horizontal. The thickness of the letter parts sub-
tended .13'deg visual angle, and the-average separation between adjacent-
letters was .40_deg. The background field, or mask, was a random -noise field,
3.5 deg vertical by 6.5 -deg horizontal, -used_in previous experiments- -(see
Turvey, in press, Figure 2).- The-randot noise luminance was set-at 0.6 ft L
as measured by a-SBI photometer.

Procedure. There were tin) durations of the random noise mask, 700 and
1000 msec (both had been used in the Standing and Dodwell experiments). Five
intervals, 500, 600, -625 ", 650, and 675 msec, were used between onset of the

mask and onset of the target stimulus. The duration of the 'target stimulus was

20 msec. Therefore, at the longest onset-onset interval of 675 msec the
700-msec mask terminated 5 msec after target offset and the 1000-msec mask
terminated 305 msec after target offset. The mask exposure was superimposed on a
fixation field of 0.02 ft L. The relation between the stimuli in the two con-
ditions is shown in Figure.l.

Prior to testing each subject, the appropriate level of target stimulus

luminance was determined so that the subject could identify an average 1.5 con-
sonants in a trigram display exposed for 20 cosec against a steady random noise
background. The luminance value so determined was the target stimulus lumi-
nance used for the experiment. The average target luminance was 3.2 ft L.

Each subject was given twelve blocks of 20 trials, six with the random
noise exposed for 700 msec and six with the random noise exposed for 1000 msec.
Within a block the onset-onset times, or stimulus onset asynchronies (SOAs),
were randomized, with the restriction that each SOA occurred four times. The
subjects alternated between the random noise exposures of 700 and 1000 msec
across the twelve blocks with two subjects beginning with the shorter duration
and two with the longer. The consonant trigram changed with each trial, and the
subjects were scored for the number of consonants correctly. identified. All
stimuli were presented monocularly to the right eye; Standing and Dodwell had
used binocular presentation.

Results and Discussion

The function relating the proportion of consonants correctly reported to
SOA for both exposure durations of the random noise are given in Figure 2.

3.32
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Figure 1: Temporal relation between random noise mask and target
stimuli in the 700 msec and 1000 msec conditions of
Experiment I.
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A Treatment (random noise duration) x Treatment (SOA) x Subjects analysis
yielded a significant effect of noise duration (F = 74.87; df = 1,3; 2 < .005),
a significant effect of SOA (F = 23.17; df = 4,12; 2< .001) and a significant
interaction between random noise duration and SOA (F = 9.57; df = 4,12;
il< .005).

The present experiment corroborates the main finding of the Standing and
Dodwell experiments: the identification of a target stimulus increases when
the background field on which the target stimulus is exposed terminates shortly
after target-stimulus offset. In Standing and Dodwell's experiments the target
stimuli consisted of one letter (S or L) in a forced-choice task, while the
present experiment required identification of consonants presented in trigram
strings. The implication is that the phenomenon is quite robust.

The only difference between the data of Standing and Dodwell and those
presented here is that the increase in identification with increasing SOA in the
700-msec condition was more gradual in the present experiment. The source of
this difference probably lies in the difference between the stimuli and response
measures used in the cwo experiments.

EXPERIMENT II

The second experiment sought to determine whether the result of Experiment I
could be obtained within a smaller range of mask exposures.

Method

The experiment was conducted in two parts and the apparatus and stimuli
for both parts were the same as used in Experiment I. Both parts of the experiment
used random noise exposures of 100 and 200 msec and a target exposure of 5 msec.
The luminance of the random noise was set at 0.32 ft L for both mask durations
and for both parts of the experiment. The stimuli were presented monocularly
to the right eye.

Prior to testing of subjects in both Parts 1 and 2, the target luminance
was determined at which approximately one item could be identified against a
steady mask background. The target stimuli were then presented to each subject
at this luminance for the course of the experiment. The average target lumi-
nance for the four subjects was 2.5 ft L.

Part 1. For each of the two mask exposures of 100 and 200 msec duration
the target stimuli were superimposed on the mask field at SOAs of 10, 25, 50,
75,and 90 msec. The presentation of the mask expos re duration and SOA com-
binations followed the same pattern as described in Experiment I. However,
only six blocks of 20 trials were used in the present situation, three for each
masa, duration.. As before, SOAs were randomized within a lock with each SOA
occurring four times. Two of the authors were the subjects for this part of the
experiment.

Part 2.. The second part of the experiment differed from the first in that
five additional SOAs of 110, 130, 150, 175, and 190 msec were examined at the
mask exposure of 200 msec. The two subjects for this part of the experiment
were Yale University undergraduates who had never participated in a tachisto-
scopic experiment before and who were paid for their services. Both subjects
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received nine blocks of 20 trials; three blocks with the mask at 100 msec,
three with the mask at 200 msec and SOAs less than 100 msec, and three blocks
with the mask at 200 msec and SOAs greater tan 100 msec. The order of the
three blocks was partly counterbalanced serous the two subjects and within a
block SOAs were randomized with the restriction that each SOA was examined
four times.

Results and Discussion

The averaged data of the two subjects in Part 1 are given in Figure 3 and
those of Part 2 are given.in Figure 4. Inspection of both figures reveals
that the functions relating identification performance tc SOA are nonmonotonic
for the 100 msec mask expoiure of Parts 1 and 2 and for the 200.maec exposure
of Part 2. Thus, superitposing the target onto the mask background in close
temporal proximity to either mask onset or mask offset led to enhancement in
letter identification. In short, there. was both proactive and retroactive
faCilitation and this U-shaped relation between target perceptibility and
temporal location in the mask brings into question the memory interpretation of
RCE proposed by Standing-and Dodwell. According to-that interpretation traces
of the target and mask persist beyond their exposures and, presumably, these
perceptual- traces decay exponentially with tiMe. It is_assumed that the target
trace-is-the more durable of the two, either-because-the target is of greater
intensity-or because-the target, unlike the mask, is contoured. In any event,
if the -mask offsets soon after-the target exposdre the mask trace- will' termi-
nate before the target trace; consequently, the target trace may be accessed
and the-contour information recovered. On the other hand, if the mask offsets
well beyond the target exposure, the mask or its perceptual=trace may persist
beyond the useful life of the target trace. Under these conditions recovery of
the target would be impossible.

There are two fundamental difficulties with the persisting trace or visual
storage hypothesis. First, by necessity it must predict a positively monotonic
relation between target perception and SOA - -in contrast to the U-shaped relation
obtained in the present experiment. Second, although the storage hypothesis
addresses itself to the improvement in target identification with proximity to
mask offset, it does not speak, obviously, to the problem of why the steadily-
presented mask should. impede the perception of the target in the first place;

Two other points need to be made. First, in both Experiments I and IT it
was determined that the relation between the target and mask energies which
produded RCE was such that the mask, at its longest durations of 1000 and 200
msec, did not significantly affect the accuracy of target identification if it
followed the offset of the target or if it preceded the onset of the target.
Second, while letter identification by three of tie four subjects in the pre-
sent experiment was poorest in the 100 msec mask duration condition at SOA =
50 msec, one subject's letter identification (in Part 2) was lowest at SOA =
30 msec and reasonably good at SOA = 50 msec. This subject variability
accounts in part for the different minima observable in the 100 msec mask
functions of Figures 3 and 4.

EXPERIMENT III

The third experiment was similar to Experiment II, with one major difference.
Instead of overlapping the target and mask fields temporally, the mask was
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terminated at target onset and continued from target offset. In other words,
the target was inserted into a temporal "hole" in the mask, with the duration
of this hole equal to the duration of the,target. This was done to assess
whether an uninterrupted presentation of.-the mask was essential to the pro-
active and retroactive facilitation effects demonstrated in Experiment II. A
positive demonstration would argue that the paradigm used by Standing and
Dodwell does not differ appreciably from the more common masking paradigm
used to investigate interference between temporally discrete events.

Method

Two paid, tachistoscopically naive, Yale University undergraduates at-
tempted to identify the,trigram stimuli under conditions very much like those
of Experiment II, Part 2. The general procedure was to present a target for
10 msec preceded and followed by random noise. Two identical random noise
fields were presented on two separate channels of the tachistoscope. In this
experiment, therefore, there was no fixation field since all three channels of
the tachistoscope were used for the random noise/target/random noise sequence.
The total duration of random noise/target/random noise was either 100 or 200
msec. In the 100 msec condition the target stimulus was presented at the
following SOAs: 10, 30, 50, 75,and 90 msec, where the SOA was measured from
the onset of the first exposure of the random noise. In the 200 msec condi-
tion the target was presented at five additional SOAs of 110, 130, 150, 175, and
190 msec. Since the random noise mask was off for the duration of the target,
the total time the mask was exposed was 90 msec in the 100 msec condition and
190 msec in the 200 msec condition.

Both subjects received nine blocks of 20 trials in the fashion described in
Part 2 of Experiment II. 'Prior to the experiment the target luminance was deter-
mined by an identification accuracy of a little less than one consonant per tri-
gram exposure when the target was superimposed upon the continuous mask. This
luminance was 4.0 ft L for both subjects. The luminance of both random noise
fields was 0.32 ft L and the stimuli were presented to the right eye.

Results and Discussion

The averaged data for the two subjects are plotted in Figure 5. Comparison
of Figure 5 with Figure 4 shows that the functions relating SOA to consonant
identification for the 100 and 200 msec conditions of the present experiment are
identical in form to those of Experiment II. The conclusion we draw from this
is that a continuous mask is essential neither for the RCE effect nor for the
proactive facilitation demonstrated in Experiment II.

For theiuminance levels used in the.present experiment it was determined
that with the mask only preceding or only following the target, impairment in
the identification of the target was minimal. This was true for both the
shortest (10 msec) and the longest (190 msec) exposures examined. Uttal (1969)
has recently reported an experiment which showed that a leading mask and a
lagging mask which failed at a certain interval to impair target identification
when presented separately, significantly reduced target identification when
presented in combination. Uttal (1969, 1971) and Walsh (1971) have speculated
that the elevated masking evident in Uttal's (1969) combined forward and back-
ward masking situation may have resulted from the oummation of "latent" masking
effects which in themselves were inadequate to affect target recognition.
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If target perception in the present experiment was determined by the joint
effects of "latent" forward and backward masking, then we can argue that the
systematic, nonmonotonic changes in target perception as a function of SOA were
the result of systematic changes in the differential masking influences of the
forward and backward exposures of the random noise. We should recall at this
point that in the present experiment SOA was defined as the interval elapsing
between the onset of the first exposure of the random noise and the onset of
the target. Therefore, since mask/target/mask time was held constant within a
condition, increasing SOA was equivalent to increasing the duration of the
forward.mask and to decreasing the duration of the backward mask.

Within limits, an essential determinant of monoptic masking is the energy
relation between the stimuli, and in the view of a recent discussion of masking
(Turvey, in press), when two stimuli are competing for common peripheral net-
works, the stimulus of greater energy tends to have the advantage. In the
present experiment the target was more intense than the mask, 4.0 ft L compared
to 0.32 ft L, and therefore, for equivalent exposure: durations the target was
of greater energy than thg mask, where energy is defined as: duration x
luminance. Thus, at brief SOAs in the present experiment the target probably
impaired the leading random noise more than the leading random noise impaired
the target. Therefore, we suspect that at these brief SOAs forward masking
effects were minimal, and the weight of the masking action wai-bn the lagging
exposure of the random noise. This, we may recall, was not an effective masker
when presented in the absence of the leading exposure. However, at longer SOAs,
e.g., 60-70 msec, the forward random noise, because of its increased energy,
was a more pronounced forward masker and could more effectively interact with
the lagging random noise to impede target perception. In short, the transition
from brief to moderately long SOAs in the present experiment was accompanied by
an increase in the effectiveness of the forward masker. In the presence of the
backward mask this resulted in the decreasing perceptibility of the target as
a function of SOA. This accounts for the "proactive facilitation" effect
evident in the present data, and we can account for the RCE effect in a similar
fashion.

We can assume that at the longer SOAs the duration, and therefore, the
energy of the,backward mask was reduced below that point at which independently
it could maximally influence the target. We should bear in mind, of course,
that the maximal influence of the random noise as either an independent forward
or backward masker was not sufficient to impair target identification. As
Walsh (1971:265) has commented, "discriminability is not equivalent to invulner-

. ability." In any event, at the longest SOAs the backward masking action of the
random noise was minimized, leaving the leading exposure of the random noise as
the major source of masking. Consequently, in both conditions of the present
experiment target identification increased as backward masking decreased, with
increases in SOA from the middle to the longest values. This increase in target
identification at the longest SOAs is RCE.

Thus, the RCE effect manifest in the present experiment may be interpreted
as a-change.in target identification resulting from variation in the joint w

masking effect of leading and lagging masks. We believe that this conclusion
can be generalized to the RCE effect observed in Experiments I and II of the
present paper, andto the experiments of Standing and Dodwell. In those experi-
ments the target and mask overlapped temporally, a condition which, in view of
the foregoing, can be interpreted as a target/mask composite preceded and
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followed by a mask. . At most, performance in a continuous mask situation should
be poorer than performance in a comparable, interrupted mask situation in view
of the additional element of latent simultaneous masking. In our view, there-
fore, the difference between the two situations is simply one of degree.

EXPERIMENT IV

The fourth experiment was. designed to test the masking interpretation of
Experiment III and thus, of the RCE effect. If target identification in
Experiment III was due to the joint effect of the forward and backward mask,
then varying the masking capability of either the leading or'lagging exposure
of random noise, or both, should affect target identification.

We have good reason to believe that in the present series of experiments
the locus of the influence of the random noise mask on target stimulus percep-
tion was peripheral rather than central. It was determined that at the inten-
sity levels used in Experiments I, II,and III, the random noise; either over-
lapping or not overlapping temporally with the target, could not impede target
perception when it was_presented to one _eye -and the target stimulus vas pre-
sented to the other. In addition, the tandoM.noise-mask of the present series
of experiments had been shown previously, over a range of conditions, to be a
relatively ineffective dichoptic masker for the present set of trigram target
stimuli (Turvey, in press).

Accepting the peripheral origin of the RCE effect demonstrated in the
three experiments of the present paper and, we presume, in the experiments of
Standing and Dodwell, we would expect that a mRjor determinant of petipheral
masking, the energy relation between the stimuli (Turvey, in press) is also a
major determinant of RCE. In this view, what as important to the RCE effect
of Experiment III was the relation between the energies of the pre- and post-
target mask exposures and the target, and not the proximity of the target to
mask offset. To test this hypothesis the luminance and duration of the lagging
random noise exposure were varied. If energy, rather than. the time before
mask offset, was the important variable determining RCE, then target percep-
Libilityshould not be altered by the reciprocal invIrchange of mask duration
and mask intensity, but it should be significantly influenced by"the indepen-
dent manipulation of either.

Method

Three Yale University undergraduates, naive about tachistoscopic presen-
tation, were paid for their participation. The experiment used the target and
mask stimuli of the preceding experiments.

In most respects the experimental procedure was similar to that descried
for Experiment III, i.e., a.10 msec target was preceded and followed by a
random mask exposure. In the present experiment, however, the duration and
intensity of the lagging exposure were systematically varied. The luminance of
the lagging random noise was set at 3.2 It L and then presented at 50%
(1.6 ft L), 25% (0.8 ft L),or 10% (0.32 ft L) of this value. These three
luminance levels of the lagging mask were combined factorially with three dura-
tions of 10, 20,and 50 msec. Each subject received six blocks of 15 trials,
two blocks per mask luminance level. Within each block five trigrams were
followed by a 10 msec mask exposure, five by a 20 msec mask exposure, and five
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by a 50 msec mask exposure, with the mask duration randomized within the 15
trials. The-six blocks were balanced across the three subjects such that each
luminance level appeared with equal frequency at each position in the test.
Thus, each subject received all nine luminance/duration conditions with lumi-
nance level counterbalanced and duration randomized within luminance level.

Throughout the experiment the leading random noise exposure was constant
at 50 msec duration and 0.32 ft L intensity. The mask was terminated at tar-
get onset and continued from target offset. The same target luminance of
3.2 ft- L was used for the three subjects, and all stimuli were presented mon-
optically, to the right eye.

Results and Discussion 4

The proportion of letters correctly reported at each luminance/duration
combination is given in Table 1. Inspection of the table shows that increasing

'either the duration or the intensity of the lagging mask decreased target per-
ceptibility. An analysis of variance showed that both main effects of duration

TABLE 1

-ikPERIMENT IV: Proportion of letters correctly identified as a
function of luminance and duration of lagging mask.

Duration

(cosec)

Luminance (per cent of 3.2 ft L)

10% 25% 50%

10

' 20

50

.86 .83 .42

.77 .51 .11

.41 .17 .07

and of luminance were significant; F = 42.13; df = 2,4; /1<.01 and F = 129.20;
df = 2,4; p< .01, respectively. Moreover, it was obvious that the total
energy (luminance x duration) of the lagging mask was the important determinant
Of performance in the present experiment. First, increasing both duration and
intensity resulted in a greater impairment in target identification-than
increasing either independently. Second, in the three cells of Table 1 in
which energy was held constant by the reciprocal variation of luminance and
duration, i.e., 10% x 50 msec, 25% x 20 msec, and 50% x 10 msec, target percep-
tibility was relatively constant. We should also note that reducing mask
duration at each of the three luminance levels resulted in an improvement in
target identification; thus, the RCE effect was observed at each luminance
level.

On the.evidence of Experiment IV we may conclude that the enhancement in
target identification that accompanied the reduction in the target offset/mask
offset interval of Experiments I-III was due to the reduced energy of the mask
exposure following the target rather than to the increased proximity of offsets.
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But more generally, we may conclude that the nonmonotonic relation between
target perception and SOA evidenced in the present experiments was due to
systematic changes in the joint masking effect of the preceding and succeeding
exposure of the random noise.
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Reading and the Awareness of Linguistic Segments

Isabelle Y. Liberman,
+

Donald Shankweiler, Bonnie Carter ,++ and
F. William Fischer++

ABSTRACT

Since many children who can understand spoken language cannot
learn to read, we have asked what the child needs for reading beyond
that which he already commands for speech. One important extra
requirement is conscious awareness of phonemic segmentation. In
speech, phonemic segments are normally encoded into units of approx-
imately syllabic size. Awareness of linguistic structure at the
phoneme level might therefore be difficult to attain, more difficult
in any case than at the syllable level. Using a task which required
our four-, five-, and six-year-old subjects to tap out the number. of
segments in spoken items, we found that analysis into phonemes is,
indeed, significantly harder than analysis into syllables. At all
three ages, far fewer children reached criterion with the phonete
task; those who achieved criterion required a greater number of
trials to do so.

There are many children who readily acquire the capacity to speak and
understand language but do not learn to read and write it. It-is ^f interest,
therefore, to ask what is required in reading a language that is not required
in speaking or listening to it. The first answer which comes to mind, of
course, is that reading requires visual identification of optical shapes.
Since our concern here is with reading an alphabetic script, we may well ask,
whether the rapid identification of letters poses a major obstacle for children
learning to read. The answer is that for most children perception of letter
shapes does not appear to be a serious problem. There is considerable agree-
ment among investigators that by the end of the first year of school, even
those children who make little further progress in learning to read generally
show no significant difficulty in the visual identification of letters as such
(Vernon, 1960; Shankweiler, 1964; Doehring, 1968; I. Liberman, Shankweiler, .

Orlando, Harris, and Berti, 1971; Kolers, 1972).
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Beyond identification of letters, learning to read retires mastery of a
system which maps the letters to units of speech. There is no evidence,
however, that children have special difficulty in grasping the principle that
letters stand for sounds. Indeed, children can generally make appropriate
sounds in response to single letters, but are unable to proceed when they
encounter the same letters in the context of words (Vernon, 1960).

Another possible source of difficulty is that the relation in English
between spelling and the language is often complex and sometimes highly irregular.
But even when the items to be read are carefully chosen so as to include only
those words which map the sound in a simple, consistent way and which are part
of their active vocabularies, many children continue to have difficulties
(Savin, 1972).

There remains at least one other possible barrier to reading acquisition.
As suggested by several investigators (I. Liberman, 1971; Mattingly, 1972; Savin
1972; Shankweiler and I. Liberman, 1972), in order to read an alphabetically
written language, though not necessarily to speak and listen to it, the child
must be quite consciously aware of phonemic segmentation. Let us consider the

Child trying to read the orthographically regular word-121. We will assume that
he can see the written word and.can identify the letters b, a, and A.,. We will
assume also that he knows the sounds of the individual letters, which he might
say as [bA] [ae] [gA]. But if that is all he knows, then he would presumably
read the word as the trisyllable "buhaguh," which is a nonsense word and not the
meaningful monosyllable "bag." If the child is to map the three letters of the
.printed word 12ag. onto the one-syllable spoken word "bag" that he already knows,
he must be consciously aware that the4)ken word consists of three phonemic
segments.

As we have said earlier, we believe that it is this requirement, this need
to be consciously aware of the phonemic segmentation of the spoken word, that
presents real difficulties for many children learning to read. But why should
this pose special difficulties? If the sounds of speech bore a simple one-to-
one relation to the phonemic units in the spoken message, just as the letters
do (at least in the orthographically regular case), it would' be hard to see why
the child should be unaware of the phonemic segmentation. That is, if there
were in the word "bag" three acoustic segments, one for each of the three
phonemes, then the segmentation of the word that is represented in its spelling
would presumably be quite apparent.

However, as extensive research in speech perception has shown (Fant, 1962;
A. Liberman, Cooper, Shankweiler, and Studdert-Kennedy, 1967; Stevens, 1972),
the segmentation of the acoustic signal does not correspond directly or in any
easily determined way to the segmentatidn at the phonemic level. It should be
emphasized that this lack of correspondence does not come about simply because
the sounds of the phonemes are joined together, as are the letters of the alpha-
bet in cursive writing or as may be implied by the reading teacher who urges
the child to blend "buhaguh" into "bag." Rather, the phonemic segments are
truly encoded in the sound. In the case of "bag," for example, the initial and
final consonants are folded into the medial vowel, with the result that informa-
tion about the successive phonemic segments is transmitted more or less simul-
taneously on the same parts of the sound. In exactly that sense, the syllable
"bag" is not three acoustic segments, but one. This is not to say that the
phonemic elements are not real, but only that the relation between them and the
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sound is that of a very complex code, not a simple substitution cipher
(A. Liberman et al., 1967). To recover the phonemic segments requires a corre-
spondingly complex decoding process. In the normal course of perceiving speech,
these processes go on quite automatically and, in the usual case, without con-
scious awareness. -

That it might be more than a little difficult to bring the processes of
phonemic analysis above the level of conscious awareness is suggested by the
fact that an alphabetic method of writing has been invented only once (Gelb,
1963) and is a comparatively recent development in the history of writing sys-
tems. Of more immediate relevance to us is the evidence that children with read-
ing disabilities may have difficulty even with spoken language when required to
perform tasks that might demand explicit awareness.of phonemic structure. These
children are often reported, for example, to be deficient in rhyming, in recog-
nizing that two different monosyllables share the same first (or last) phonemic
segment (Monroe, 1932) and according to recent research (Sevin, 1972), in speak-
ing Pig Latin, which demands a conscious shift of the initial phonemic segment
to the final position in the word.

As noted earlier, research on speech perception has found that the acoustic
unit into which-the phonemic elements in speech are encoded'is of approximately
syllabic dimensions. We would therefore suppose that the number of syllables
(though not necessarily the location of syllable boundaries) might be more
readily available to consciousness than the phonemes. If so, we might then have
an explanation for the assertion (Makita, 1968) that Japanese kana, which is
approximately a syllabary, is easier for the child to master. Since word seg-
ments are perhaps even more accessible, we might expect that an orthography
which represents each word with,a different character, as in the case of Chinese
or the closely related Japanese kanji, would also not cause, in the beginning
reader,' the particular difficulties that arise in mastering the more analytic
alphabetic system. Indirect evidence of the special burden imposed on the
beginning reader by an alphabetic script can be found also in the relative case
with'which reading-disabled children learn kanji-like representations of lan-
guage chile being unable to break the alphabetic cipher (Rozin, Poritsky, and
Solsky, 1971). It is worth noting, in the context of the foregoing observations,
that since the time of the Greeks, methods of reading instruction (Mathews,
1966), have sporadically reflected the assumption on the part of educators that
the phonemic structure is more easily taught through the use of syllabic units;
presumably because the latter are easier for the child to apprehend.

It should be emphasized that the advantage of a logographic script is limited
to the beginning reader. For the older child and adult, the kanji system
presents other difficulties, such as the large number of characters to be
learned (some 1,800 kanji for the daily newspaper, 5,000 for a novel). As to
the Japanese kana, it appears an ideal writing system for the open-syllable
Japanese language with its relatively small number of syllables (approximately
90) but would be hardly appropriate for the complex and highly variable
syllable structure of English. Though neither the logograph nor the syllable
would be recommended as substitutes for the alphabet in the English writing
system, they might be considered for use as units in Initial teaching methods.
L. Gleitman and P. Rozin of the University of Pennsylvania (personal communi-
cation) have incorporated both into a teaching method which they consider to
be promising with problem readers.
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However, no research has been addressed specifically to the question of
whether children, when they begin to read, do, in fact, find it difficult to
make an explicit phonemic analyiis of the spoken word and whether this ability
comes later and is more difficult than syllabic analysis. In this study, we
will see how well children at nursery school, kindergarten, and first grade
ages can identify the number of phonemic segments in spoken words and will com-
pare this with their ability to deal similarly with syllables.

METHOD

Subjects

The subjects were 135 white, middle class children from a public preschool
program in the suburban town of Manchester, Connecticut, and from the elementary
school in the adjoining town of Andover, Connecticut. They included 46 nursery
schoolers ages 48 to 68 months, mean age 58 months (S.D. 5.40), 49 kindergar-
teners aged 63 to 79 months, mean age 70 months (S.D. 4.10), and 40 first
graders aged 65 to 96, months, meange 83 months (S.D. 5.50). The nursery
school group contained 21 boys and 25 girls; the kindergarteners, 18 boys and
31 girls; the first.graders, 15 boys and 25 girls. All available children at
the appropriate grade levels in the participating schools were used, with the
Jolloking exceptions: among the nursery school children, four with speech and
'hearing problems, 12 who refused to enter into the testing ituation at all,
and five who were so inattentive and distractible that demonstration trials
could not be carried out; among the kindergarteners, one who had returned to
kindergarten after several months in first grade and one whose protocol was
spoiled by equivocal responses. No first graders were excluded.

''Alphabetized class registers at each grade level were used to alternate
the children between the two expeiimental groups, the one requiring phoneme seg-
mentation (Group P) and the other, syllable oegmentation (Group S). Equalization
of the numbers of children assigned to each type of task was complicated at the
nursery school level by the sporadic lack of participation by individual children.
An attempt to equalize the numbers of boys and girls in the two task groups was
hampered by the unequal numbera of the two sexes at all grade levels. The final
composition of the groups is shown in Table 1.

TABLE 1: Composition of phoneme (P) and syllable (S) groups across
grade and sex.

Grade Nursery School Kindergarten First Grade

Task P S P S P S

Male 9 12 9 9 7 8

Female 11 14 15 16 13 12

Total 20 26 24 25 20 20
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The level of intelligence of all the subjects was assessed by the Goodenough
Draw-A-Person Test (DAP). When computed across tasks, the mean DAP IQ was
110.06 (S.D. 18.20) for the syllable group and 109.19 (S.D. 15.73) for the
phoneme group. 'Across grade levels, the mean IQ was 112.11 (S.D. 17.04) for
the nursery schoolers, 108.90 (S.D. 17.92) for"the kindergarteners, and 107.73
(S.D. 15.90) for the first graders. Two-way analyses of variance performed on
the DAP.IQ scores revealed no significant differences in IQ, either across
tasks or across grade levels. In addition, the mean chronological ages of the
two task groups were also found to be not significantly different. The mean
age in months of the syllable group was 69.41 (S.D. 11.25); of the phoneme
group, 69.58 (S.D. 11.18). Therefore, any performance differences in the two
types of segmentation can reasonably be taken to be due to differences in the
difficulty of the .two tasks.

Procedure

Under the guise of a "tapping game," the child was required to repeat a
word or sound spoken by the examiner and to indicate, by tapping a small wooden.
dowel on the table, the number (from one to three) of segments (phonemes in
Group P and-syllables in Group S) in the stimulus items. Four sets of training
trials containing three items each were given. During training, each set of
three items was first demonstrated in an order of increasing Complexity (from
one to three segments). When the child was able to repeat and tap each item in
the triad set correctly, as demonstrated in the initial order of presentation,
the items of the triad were presented individually in scrambled order without
prior demonstration and the child's tapping corrected as needed. The test
trials, which followed the four sets of training trials, consisted of 42 randomly
apsorted individual items of one, two, or three segments which were presented
without prior demonstration and corrected by the examiner, as needed, immediately
after the child's response. Testing was continued through all 42 items or until
the child reached criterion of tapping six consecutive items correctly without
demonstration. Each child was tested individually by the same examiner in a
single session during either late May or.June, 1972.

Instructions given to the two experimental groups at all three grade levels
were identical except that the training and test items involved phonemic seg-
mentation in Group P and syllabic segmentation in Group S. (See Stimulus Materials
for further details.) The instructions used for the syllable task were as
follows:

"We are going to play a tapping game today. I'm going to say some
words and sounds and tap them after I say them. Listen, so you'll
see how to play the game."

Training trials.

Step 1. (Examiner demonstrates with first training triad.) "But
(one tap). Butter (two taps). Butterfly (three taps)."

"Now, I want you to do it. Say but...Good. Now, tap it...
Good. Now, put your stick down. Say butter...Tap it...
Good. Now, put your stick down. Say butterfly...Tap it...
New, put your stick down." (If the child makes an error in
tapping, the entire triad is demonstrated again. If error
persists, E goes on to Step 3. If tapping is correct, E
goes to Step 2.)

149



Step 2. "Nowr let's do it again to make sure you've got the idea.
I'll mix them up and see if I can catch you. Say butter...
Now, tap it...Say but...Now, tap it...Say butterfly...Now,
tap it."

Step 3. "Let's try some more words. I'll do it first." (Demonstra-
tion is continued with the next three training triads,
following all procedures in Steps 1 and 2 as needed.)

Test trials.

"Now, we'll play the real game. I'll say a word, but I
won't tap it, aecause you know how to play the gage yourself.
So, you say the word after me and-then tap it. After essh
word, be sure to put yotir stick down so I'll know you've
finished tapping."

"Here's the first word. . You say it and tap
it." If the child taps incorrectly, E says, "Listen to the
way I do it. Now, you=do it the same way I did it." If the
child still taps incorrectly, E says, "Okay, here's 6e next
one," and goes on to the next word. If the child taps cor-
rectly, E says, "Good! Here's the next one."

The same procedure is continued until the end of the list of
42 items or until the child reaches criterion of tapping six
consecutive items correctly without demonstration.

Stimulus Materials

The training trials for the phoneme task included the following four
triads:

1) /u/ (as in moo) 2) /se/ (as .111 hat)
boo as
boot has

3) /0/ (as in go) 4) /I/ (as in bit)
toe ma
tall cut

For the syllable task, the training trials were:

1) but 2) tell
butter telling
butterfly telephone

3) doll 4) top
dolly water
lollipop elephant

It will be noted that in the Group P and Gv...up S training trials, the

first two triads were formed-by adding a segment to the previous item, while in
the third triad, the final item varied from this rule. In the fourth triad,
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all three items varied in linguistic content, so as better to prepare the child
for the random distribution of linguistic elements-in the test trials.

TABLE 2: Test list for the phoneme segmentation task.

1. is 15. /3/ (as in bought) 29. /U/ (as in bull)
2. /C/ (as in bet) 16. cough 30. toys
3. my 17. pot 31. cake
4. tay 18. /u/ (as in boot) 32. cool
5. /ae/ (as in bat) 19. heat 33. /e/ (as in bait)
6. /i/ (as in beet) 20. 34. Ed
7. soap 21. /a/ (as in hot) 35. cup
8. /I/ (as in bit) 22. pa 36. at
9. his 23. mat 37. book

10. pout 24. /A/ (as in but) 38. /Uk/ (as in book)
11. mine 25. so 39. lay
12. caw 26. /ai/ (as in bite) 40. coo
13. out 27. up 41. /0/ (as in boat)
14. red 28. /au/ (as in .bout) 42. oy

TABLE 3: Test list for the syllable segmentation task.

1. popsicle 15. chicken 29. father
2. dinner 16. letter 30. holiday
3. penny 17. jump 31. yellow
4. house 18. morning 32. cake
5. valentine 19. dog 33. fix
6. open 20. monkey 34. bread
7. box 21. anything 35. overshoe
8. cook 22. wind 36. pocketbook
9. birthday 23. nobody 37. shoe

10. president 24. wagon 38. pencil
11. bicycle 25. cucumber 39. superman
12. typewriter 26. apple 40. rude
13. green 27. funny 41. grass .

14. gasoline 28. boat 42. fingernail

Ad can be seen in Tables 2 and 3, both experimental test lists contained
an equal number of randomly distributed one-, two-, and three-segment items.
These were presented in the same order to all children in each experimental
group. The items had been checked against word recognition and vocabulary
tests to insure that they were reasonably appropriate for the vocabulary level
of the children. In addition, a pilot study carried out in a day-care center
had confirmed the suitability of both the vocabulary level and the test pro-
dedure for children aged three to six years. No further control of linguistic
content was attempted in the Group S items, except that the accent in the two-
and three-segment items was always on the first syllable. In the, Group P
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list, an effort was made to include as many real words, rather than nonsense
words, as possible. Of necessity, the. one-segment items, which consisted of
14 differentiowel sounds, usually formed nonwords. The two-segment items in
Group P were constructed by adding a consonant in the initial position to six

. of the vowels and in.the final position fo the remaining eight vowels. All of
the three-segment items in ,Group P, with One exception, were constructed by
the addition of one consonant to a two-segment item in the list.

RESULTS

The number of trials taken by each child-to reach criterion level six
correct test trials without demonstration by the examiner) is displayed in
Table 4 for the phdneme (P) and syllable (S) task groups at three trade levels.

. TABLE 4: Number of trials taken by each child to reach criterion in
the phoneme (P) and syllable (S).groups at three grade .

levels. Maximum potsible trials is 42. Blanks represent
children who did not reach criterion.)

Grade
Nursery School Kindergarten First. Grade

(age four)_ (age five)- (age- -six)

Task P S P S P- S

27

19

18

13

41 10

40 10

36 10

35 9

34 6

34 6

28 6

27 28 6

42 25 22 6

31 19 19 6

36 13 13 6

36 13 10 6

35 10 10 6

29 7 . 9 6

25 38 7

25 25 6
16 23 6
12 18 6
6 6

6

Mean number
trials to
reach criterion

25.7 26.0 12.1 25.6 9.8
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It is apparent that the test items were more readily segmented into syllables
than into phonemes. In the first place, we see from the table that the number
of children who were able to reach criterion was markedly greater in the
syllable group than in the phoneme group, whatever the grade level. This aspect
of performance is shown graphically in Figure 1 in terms of the percentages of
children in nursery school (age four), kindergarten (age five), and first grade
(age six) who reached criterion in the two types of segmental analysis. One

can see that at age four, none of the children could segment by phonemes, while
nearly half (46%) -could segment by syllables. Ability to perform phoneme
segmentation did not appear at all until age five and then it was demonstrated
bionly 17% of the children; in contrast, almost half (48%) of the children at
that age could segment syllabically. Even at age six, only 70% succeeded in
phoneme segmentation, while 90% were successful in the syllable task.

If we now refer back to Table 4 we see that the relatively greater diffi-
culty of phoneme segmentation is indicated not only by the fact that fewer chil-
dren reached criterion level with the phoneme task than with the syllables, but
also by the fact that those children Who'did reach criterion on the phoneme
task took a greater number of_trials to do so. The mean number of trials to
reach criterion in syllable segmentation was 25.7 at:Age four, 12.1 at age five,

and- 9.8 at age six. For the phoneme segmentation group, on the otherband,-we
cannot say what the mean number of trials was at age four,' since no child
reached criterion at that age. At age five, only four Children succeeded in
phoneme segmentation, and their mean number of trials was 26.0, more than twice
the mean of the 12 children of the same age who completed the syllable task. At

age six, 14 children met the criterion in phoneme segmentation, and here the
mean of 25.6 is nearly three times that of the 18 children who succeeded on the
syllable task. Moreover, the mean of the phoneme group at age six is roughly
equal to the mean of the syllable group at age four.

The contrast in difficulty between the two tasks can also be seen in
Table 4 in terms of the number of children who achieved criterion level in six
trials, which, under the procedures of the experiment, was the minimum possible
number. For the children who worked at the syllable task, the percentage who
reached criterion in the minimum time increased steadily over the three age
levels. It was 7% at age four, 16% at age five, and 50% at age six. In striking
contrast to this, we find that in the phoneme group no child at any grade level
attained the criterion in the minimum time.

An analysis of variance was carried out to assess the contribution of the
several conditions of the experiment. The measure on which the analysis was
performed was the mean number of trials taken to reach criterion. For all those
children who did not reach criterion, we here assigned an arbitrary score of 43,
which is one more than the 42-trial minimum provided by the procedures of the
experiment. Due to the unequal numbers of subjects in each cell and the necessity
of retaining all the data, the harmonic mean was used in the computation
(Lindquist, 1940). The three variables considered were task, grade, and sex.
The analysis of variance for these variables and their interactions is summarized
in Table 5.
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TABLE 5: Analysis of variance summary table--main
effects and interactions of task, grade
level, and sex.

Source df MS

Total
.o4

Task (T) 1 5053.61 39.50**
Grade (G) 2 2718.91 21.25**
Sex (S) 1 693.18 5.42*
T x G 2 280.58 2.19
T x S 1 40.29 0.31
G x S 2 415.20 3.25*
fxGxS 2 19.24 0.15

Error 123 127.95

*p < .05

**p < .001

It can be seen that the main effect of task was significant with p< .001.
The same high level of significance (p< .001) was also found for the effect of
grade. Somewhat less significant effects indicate that girli'were superior to
boys (I)< .05) and that there was a grade -by -sex interaction (p< .05). Inspec-
tion of the test data suggested that the grade-by-sex interaction could be
attributed mainly to the superior performance of first grade girls. T-tests
showed no significant differences between boys and girls at the nursery school
and kindergarten ages in either the phoneme or syllable tasks, but at the first
grade level, the girls were superior in the syllable task (p< .02) and also,
though less.significantly, in dealing with the phonemes (p<.10).

DISCUSSION

We have suggested that one way in which reading an alphabetic script
differs from:perceiving speech is that reading, but not speech perception,
requires an explicit awareness of phoneme segmentation. In our view, the aware-
ness of this aspect of language structure might be particularly difficult to
achieve because there is in the speech signal no simple and direct reflection
of phonemic structure. Phonemic elements are encoded at the level of sound into
units of syllabic size. It ought, therefore, to be easier to become aware of
syllables.Z In this study, we have found that analysis of a word into phonemes
is indeed significantly more difficult than analysis into syllables at ages four,
five, and six. Far fewer children in the groups which received the phoneme
task were able to reach criterion level; those who did, required a greater
number of trials; and none achieved criterion in the minimum time.

2
P. MacNeilage (personal communication) has suggested that this is true of educated
adults as well. In a recent experiment, he has found that his subjects show
virtually perfect agreement as to the number of syllables words contain,'but
considerable variability in their judgments_of the number of phonemic consti-
tuents. -, -4
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The superiority of first grade girls on both tasks accords with the many
indications of the more rapid development of language in girls (McCarthy, 1966).
One might have expected, however, to find manifest superiority of girls at the
earlier ages as well. At all events, it is appropriate to mention in this con -
texL that boys far outnumber girls among casesof reading disability (Vernon,
1960; Thompson, 1969; Critchley, 1970).

Though phoneme segmentation was more difficult than syllable segmentation
at all three age levels, the phoneme task did show improvement with age. We
cannot judge from this experiment towhat degree these measured increases repre-
sent maturational changes and what extent they may reflect the effects of
instruction in reading. We would guess that the sharp increase from 17% at age
five to 70% at age six in children reaching criterion level is probably largely
a consequence of the intensive concentration.on reading instruction in the
first grade. To be sure, a certain level of intellectual maturity is undoubt-
edly necessary to achieve the ability to analyze words into phonemes. But
there is no reason to believe that the awareness of phoneme segmentation appears
spontaneously when.a certain maturational level is reached. (If it did, we
should think that alphabets might have been invented more frequently and earlier.)
In any case, the possibility that these changes with age are relatively inde-
pendent of instruction could be tested by a developmental study in a language
,community such as the Chinese where the. orthographic unit is the word and where
reading instruction does not demand the kind of phonemic analysis needed in an
alphabetic system.

We are especially concerned to know more about those subs- tantial numbers
of first graders, some 30% in our sample, who apparently do not acquire phoneme
segmentation. It would, of course, be of primary interest tous to know whether
they show deficiencies in reading acquisition as well. It remains to be seen in
'further research whether inability to indicate the number of phoneme constitu-
ents of spoken words is, in fact, associated with reading difficulties. Our
test can provide a measure by which differences in segmentation ability can'be
assessed directly. If we should find that performance on a test like ours can
differentiate good from poor readers (let us say, among second and third grad-
ers), we should-be encouraged to assume that inability to analyze words into
phonemes is indeed a factor in reading disability. In any event, we would
especially wish to determine whether more explicit instruction in phoneme seg-
mentation by an extension of this procedure would be helpful in improving the
reading ability of beginning readers.

We have here supposed that fairly explicit awareness of phoneme segmenta-
tion is necessary if the child is to discover the phonologic message and,
ultimately, the meaning it conveys. But this is only a part, albeit an
essential one, of a broader requirement: the orthographic representations must
make contact with the linguistic system that already exists in the child when
instruction in reading begins. Accordingly, the explicit awareness of linguis-
tic structure with which we have been concerned is. not necessarily the only
condition that must be met, though we believe it is an important one.
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Machines and Speech*

Franklin S. Cooper

Haskins Laboratories, New Haven

INTRODUCTION

Speech, as a topic for the Conference on Research Trends in Computational
Linguistics,. was included in the agenda because of its emerging relevance to
the field. This factor set the tone for the opening discussions within the
group and was largely responsible for the fact that most of the group's atten-
tion was spent on the two topics for which the overlap with the subject matter
of` conventional computational linguistics was .most clearly evident. There was
tacit agreement that many of the problems that concern speech researchers and
for which they regularly use computers would not be of interest to most of the
conferees. Thus, there was little discussion,of such current speech areas as
the physiology of speech production and audition, perception of speech and
speech-like stimuli, cross-linguistic studies of speech and universal phono-
logical theory, children's language acquisition, speech and hearing disabil-
ities, etc.

Instead, the discussion centered on speech production by computers in the
context of reading machines for the blind and on speech recognition by comput-
ers as a central problem in designing speech understanding systems. There was
in addition some discussion of the research tools needed both for research in
depth at major research centers and for graduate level training in a larger
number of university laboratories. The Chairman,.in his report to the plenary
session, dealt only briefly with the state of the art in speech research but
put primary emphasis on research opportunities, covering some areas in addition
to.those which had received attention in the group discussions.

Speech as a Part of Computational Linguistics

Computational linguistics, as defined by past usage, has dealt mostly with
written rather than spoken language. This is mainly an historical accident;
nevertheless, the time has come to examine the areas in which speech may now be
considered a part of this field. There are, indeed, new factors to be consid-
ered: one is that the domain of automated language processing is, in practice,
being extended to include systems that generate speech as an output and that

*Report of discussions by a workshop group on Machines and Speech, held as part
ora Conference on Research Trends in Computational Linguistics, Washington,
D. C., 14-16 March 1972. Proceedings of the Conference, including this report,
were issued by the Center for Applied Linguistics, Arlington, Va., 1972.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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accept it as an input. Another reason, based in theory, is a growing awareness
of parallels between, low level processes of speech production and perception
and higher level processes involving syntax and semantics. This has come about
mainly as a consequence of psycholinguistic experimentation on human language
processing at all levels, although most of the effort--and the more penetrating
methodologies--have been applied at the level of speech. Thus, research on
human processing of language, speech included, can serve to suggest areas and
methods that careputationallinguists may wish to explore.

This is not to say that all of speech research ought to be co-opted into
computational linguistics: much that is merely descriptive or that is concerned
with the technology of voice communication has little to offer or to gain in
return. A reasonable criterion might be that there should exist a mutual inter-
dependence between the speech processes and the higher level processes involved
in the same overall automated language operation. This, at least, was the basis
we used in choosing topics for discussion, and in considering practical applica-
tions. The nature of the interdependence will become evident in the following
discussions of reading machines and of speech understanding systems.

Speech as an Output of Automated Language Processing: Reading Machines for the
Blind

Most of the familiar instances of speech from machines--telephone directory
assistance, airline announcements, etc.--are essentially uninteresting to compu-
tational linguists. They involve wach limited vocabularies and fully defined
syntactic sLructures that adequate speech can be had simply by using prerecorded
words and phrases or their synthetic equivalents. The more general problem of
generating speech from unrestricted text is only now approaching solution,
primarily in connection with reading services for the blind. Indeed, many of
the problems that face any automated speech output device of a non-trival design
can be described and analyzed by detailed consideration of this single applica-
tion. The practical problem of providing such a service has many' additional
aspects, nonlinguistic as well as lingaileiC. Here we shall undertake no more
than a sketch of component operations and problem areas.

The primary function of a reading machine for the blind
1

(so called because
of the many attempts to build simple, portable devices) is to provide blind
people with adequate access to the full range of printed materials that sighted
people read. An approach that has been tried repeatedly during the past sixty
years is to use a photoelectric probe that converts letter shapes into sound
shapes which the blind user is expected to learn. This task, it is argued,is
no worse than learning a foreign language; indeed, it should be easier, since
the lexicon. and syntax are those of English. In practice, learning is laborious
and reading rates are disappointingly lowLcomparable to Morse Code and roughly
an order of magnitude less than listening to spoken language.. The reason for
the superior performance of spoken language is by now quite clear: speech is a

1
Two recent reviews that deal with the general problems of sensory aids for the
blind (including reading machines) and that give extensive references to the
literature are by Allen (1971) and Nye and Bliss (1970).
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highly condensed encoding of the message, whereas the letter sounds provide
only a serial encipherment into acoustic form and so are far less efficient
carriers of linguistic information.

Both theory and experience suggest, therefore, that high performance by a
reading machine requires that it be able to speak plain English-Tor whatever
language is being used. The complexity and size of such a machine are such that
it will have to be, for the present at least, a central facility that records
tapes-on request, or possibly serves a remote user who is linked to it by tele-
phone. Many of the practical problems are therefore those inherent in the organ-
ization, financing, and administration of any sizable service function such, for
example, as a time-sharing computer system.

In the 'operation of a reading service center, the first step is to obtain
a machine-readable alphanumeric tape from the printed text that was requested
by the blind user. Sometimes compositor's tapes (from which the book was
printed) will be available, but usually the printed page must be converted by
optical character recognition (OCR) machines, or by manual keyboarding. [This

problem of entering data from the printed page is shared with many projects in
- computational linguistics. At present, there are no suitable OCR machines
available as standard equipment, and only a .few companies are prepared to
supply special machines capable of reading proportionally-spaced characterers
in multiple fonts. Service bureau facilities for reading conventional printed
text are likewise limited and expensive. The reason for this situation lies
only partly in the technical difficulties; mainly, there is less customer demand
for such devices than for simpler and cheaper machines designed to read'at high
rates the specialized, uniformly-spaced characters from credit cards and
business documents. It may well be that the needs of computational linguists;
as well as those concerned with reading centers for the blind, can only be met
through a development project aimed at their special needs, i.e., for moder-
ate accuracy, moderate speed, and reasonable cost in a machine with enough
virtuosity to recognize the commonly used fonts and to scan bound volumes.
Whether or not such a project falls within the scope of computational linguis-
tics remains open to question. It could nevertheless be so useful for text
input to computers that a good case can be made for it.]

The next step, once the text is available to the computer in alphanumeric
code, is to arrive at the pronunciation of each word in terms of some appropri-
ate phonetic notation. Due to the nature of English orthography, no simple set
of rules can be employed to derive an acceptable guess at the proper transcrip-
tion'for all English words, though there are spelling regularities that may,
perhaps, be exploited to advantage.' Hence, some kind of pronouncing dictionary
(in machine-readable form) ig'essential. Two general approaches are being
tried: (1) There is the straight-forward, pragmatic one of storing the phonetic
equivalents for every word of a large lexicon, including separate entries for
most root-plus-affix combinations. This allows the specification of inherent
lexical stress, as well as of a code indicating the usual syntactic role of the
word. A dictionary of this kind with approximately 150,000 entries, about
equivalent to a desk-type dictionary, is easily accommodated on-a single IBM
1316 disk pack. (2) With a more analytic approach, considerable savings in
dictionary size, perhaps ten-to-one for very large dictionaries, may be achieved
by attempting to break the input words into their constituent morphs. However,

word pronunciation is not a simple function of the pronunciation of its consti-
tuent parts: for example, a suffix may shift the placement of primary stress

161



and force a change in vowel quality. In any case, the dictionary must contain
phonetic equivalents for the full set of morphs and for a substantial number
of frequent words that violate spelling-to-pronunciation rules. Research prob-
lems of considerable interest are involved in such an approach: for example,
the development of aset of pronunciation rules based on an underlying repre-
sentation of English morphemes, working out algorithms for word decomposition,
finding rules for the placement of lexical stress in words that are reconstituted
from their morphs, and inferring syntactic roles that such words can play.

Once a canonical phonetic representation has been obtained for each word
in the text, it is necessary to employ a set of phonological rules to determine
how the sequence of words which constitute an integrated sentence should be
spoken. Perceptual experiments with concatenated words, using recordings of
single words spoken in isolation, have demonstrated the importance and the
extent of the sentence-level recoding of spoken word strings. As an example at
the segmental level, a rule transforms the phonetic sequence [d, word boundary,
y] into [0], which means that the normal segmental realization of the sentence
"Did you go?" is actually [dI5ugo]. While effects of this sort are familiar,
the exact form which the rules take is not known and the inventory of such
segmental rules is far from complete. Finding these rules is a challenging
research problem and one to whiCh computational methods can makean important
contribution, especially in testing the reliability and range of application
of proposed rules.

Of more importance than such segmental rules are phonological rules that
determine the temporal organization of the acoustic output and the fundamental
frequency of vocal cord vibration as a function of time. Segmental durations
and intonation contours are influenced by a number of factors, especially the
syntactic structure and stress pattern of the sentence. Indeed, some sort of
syntactic analysis is essential for the synthesis of a satisfactory, spoken
sentence. In some degree, structure can be inferred from orthographic punctua-
tion, and rules based on punctuation are sometimes sufficient. Nevertheless,
better methods are needed. This dependence of speech quality on syntactic
structure is perhaps the major area of overlap between the reading machine prob-
lem and ccnventional computational linguistics, and a promising target for
further research.

At this point in the process of generating speech from written text, the
computer has assembled a phonetic string that has had appropriate allophonic
and stress adjustments and that has been marked for intonation and juncture.
It remains to convert this phonetic description into control signals that will
operate a hardware synthesizer, or its simulation in software, Two general
methods of speech synthesis by rule are currently utilized: (1) For a terminal-
analog synthesizer, the rules manipulate acoustic variables directly, e.g.,
sound source type and pitch, formant frequencies, and intensities. In this case,
the rules for, synthesis begin by consulting tables for the canonical form of each
phone, then computing the necessary contextual adjustments (corresponding
approximately to coarticulation in human speech).. Typically, there are about a
dozen parameters that are used to control a hardware synthesizer; these are
specified at regular intervals of about ten milliseconds, requiring a total out-
put bit rate of about 4800 per second. (2) For an articulatory-analog synthe-
sizer, the rules typically manipulate articulatory variables such as the posi-
tions and shapes of simplified models of tongue, lips, velum, larynx, etc. The
resulting shapes (of the model vocal tract) are then used to compute an acoustic
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output, or the control signals for terminal-analog hardware. (It should be
pointed out that substantially more work has been done on terminal-analog
models and rules which currently provide a more intelligible output than do
articulatory implementations; however, articulatory models are improving rapidly
and are of greater theoretical interest because rules of coarticulation may
ultimately be built in as automatic constraints. In addition, modelling of this
kind may lead to a better understanding of the physiology of speech production;
indeed, this is an area of promise for future research to which the present
discussion will return.)

I la

The intelligibility of the synthetic speech currently produced by rule with
terminal-analog systems is surprisingly good. Tests of consonant-vowel words
and nonsense syllables synthesized by rule have shown that listeners are able
to identify them Correctly 95% of the time. Systematic testing for longer
words and sentences has not been done, but interviews and informal tests have
been carried out with blind students who have listened to chapter-length
recordings of textbook materials. Few words are missed and overall comprehen-
sion is high. Nevertheless, it is clear that the treatment of consonant
clusters and of stress and phrasing needs improvement and often seems unnatural.
Future improvements in the rules will depend on careful analyses of natural
speech and the systematic manipulation of synthetic speech to test the percep-
tual relevance of ,prvosed changes in the rules.

The evaluation of synthetic speech in terns of its real-life utility to
blind individuals is a major task. The speech itself needs to be considered
along two dimensions -- intelligibility and naturalness. The voice ,quality of
current synthesizers is not as natural as would be desirable, despite efforts
to improve it. This may imply that we are ignoring some critical variables
such as glottal source irregularities or, alternatively, that naturalness will
not be achieved until the synthesis rules are improved sufficiently to avoid all
of the conflict6 between acouitic cues and message content. It is interesting
to note--and ultimately encouragingthat it is the rules in their present form
and not the synthesis hardware that is at fault. In fact, extremely good
synthetic speech--indistinguishable from the spoken version--can be made by
meticulous hand adjustment of the control parameters.-

But complete naturalness may be too much to expect for speech that is
synthesized by fully automatic methods. Evaluation must then deal with the
question of how useful the product is for, say, the blind student in preparing
his lesson assignments. Its principal advantage over natural speech is that he
should be able to get the material he wants when he needs it, not some weeks or
months later as often happens with recordings by volunteers. The computer can
read tirelessly and faster than a human, though its actual performance will
depend on how well the service function is organized. Good intelligibility of
the synthetic speech is, of course, essential but this may not be an adequate
criterion. It might be that listening to synthetic speech imposes so much
perceptual load that comprehending and remembering the content would be exces-
sively difficult; hence, comprehension tests and measures of fatigue are more
likely to be relevant than intelligibility tests in evaluating the practical
usefulness of computer-generated speech. Evaluations of this kind are being
started, in parallel with efforts to make the synthetic speech sound more natural.

This sketch of the reading machine problem has pointed to come of the areas
of interdependence between speech research and computational linguistics. Thus,
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many problems of dictionary management are shared. Spelling-to-sound rules and
algorithms for decomposing words into constituent morphs would reduce the size
of the dictionary needed for a reading machine, just as comparable algorithms
for syllabification do for automated typesetting. Li':ewise, reliable methods
for reconstituting words and for inferring their usage would be useful to either
a machine that must read them aloud or to one that is composing written responses.
But the common ground is evident at the level of syntactic analysis. An
efficient general pur parser is almost equally necessary for properly
rendering a sentence into spoken form, or for inferring its content from its
written form. For the present, reading machines must depend on explicit punctua-
tion and a pseudo parse of sone. kind; perhaps, short-cut methods that yield good
speech would also have practical application to the automatic punctuation of
synthetic written responses. The existence of this common ground implies
research opportunities on the interrelations of spoken and written language--
another topic for later discussion. But before dealing with areas for research
and practical application, the report will give an account of the discussions
on speech understanding systems.

eech as an In ut to Automated Lan a e Processin : eech Understandin
Systems

Most of the discussions in'this session centered on Advanced Research
!';:ojects Agency (ARPA)-sponsored projects on speech understanding systems, under-
way for about six months. Five major research groups, already engaged in,other
ARPA-supported work, are involved. As an initial step, a study group assembled.
from these projects analyzed the problems and prepared a set of objectives,
specifications, and plans (Computer Science Group, Carnegie-Mellon Univ., 1971).

The overall objective is to develop one or more demonstration systems,
primarily to show that the technology now exists--though it is scattered--to
make such an undertaking feasible. Each of the major research groups is under-
taking a task of its own choosing, but with the expectation that a cooperative
effort on some one of these projects, or an entirely different one, will emerge.
Definition of the tasks was considered to be a crucial point in setting the
level of difficulty and the chances for success. Indeed, the long background of
failures to solve the "speech recognition problem" was in part responsible for
the ARPA decision to undertake a related, but more manageable, program.

The machine recognition of speech has been a persistent challenge for at
least the past twenty years. Se-'eral ways have been found to recognize spoken
digits,'or even a few dozen words when they are spoken singly and carefully.
But the general problem, usually put in terms of a phonetic typewriter or a
system for automatic dictation, has remained elusive. The mush larger vocabu-
lary that is required, the necessity cf dealing with connected speech, and the
need to accommodate a number of different speakers have all posed severe diffi-
culties. Moreover, as more has been learned about the nature of the speech
signal and its understanding by humans, the clearer has become the magnitude
and complexity of the recognition problem. It should be noted that most attempts
thus far to deal with the general problem have used a "bottom-up" approach, i.e.,
one in which phonetic elements, words, and sentences, are all found by successive
analyses based on the acoustic signal. The speech understanding systems pro-
jected by the ARPA Study Group differ in two important ways: constrained
objectives make the problem more manageable, and reliance is not placed on
bottom-up analyses.
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Speech understanding, in the present context, means essentially that a
computer, when told to do something. ill "understand" well enough to take the
correct action or will ask for clarification. If, for example, the computer
his control of a robot, thin a command to put the red block in the box can lead
to an easily confirmed performance, provided there is a red block, and a box
that is larger than the block; otherwise, it should lead to a question or en
error message. Or again, if the computer contains a file of information about
mood rocks, it should be able to answer inquiries about the numbers, sizes, and
chemical compositions of those rocks, whether the query is phrased as a ques-
tion or as a demand for data; Obviously, tasks of this kind are multidimen-
sional and can be constrained in ways that will, in fact, determine their
difficulty. The attempt has been to choose tasks- -more or less like th, two
mentioned--that are constrained in such a way as to make them manageable, but
not to the point of making them trivial. A practical payoff was not considered
a mandatory requirement.

Performance in the task situation not only limits the numbs :: of possible
responses to the voice input, it also provides additional bases for analyzing it.
Thus, limitations on thevocabulary, on the syntax that is permitted for the
task, on allowable operations tobe performed, and predictions of the probable
behavior of the person speaking--all provide bases for making hypotheses about
the actual massage carried by the incoming acoustic signal. Indeed, it is on
such lexical, syntactic, semantic, and pragmatiC "support" that the research
groups are putting their hopes and focusing their efforts; although the acoustic
signal is not being ighovvi, it is receiving far less attention than it has in
past efforts to solve the oeneral recognition problem- -quite possibly, less
attention than it' will need to receive if effective use is to be made of "top-
down" or "side-in" approaches.

The ARPA Study - Group's final report discusses at length the kind of support,
and the nature of the prOblems, to be expected at the various levels. Inter-
dependence across levels is a characteristic of the entire undertaking, and
there'is much overlap with the domain of conventional computational linguistics.
There are challenging differences, too: neither sentences nor words are well
formed, as one would expect them to be in written text; moreover, the need for
live interaction between user and computer means that the computations must be
done in real time or less, ouch of it while the sentence is still being spoken.

Only at the very lowest levels, where parameters are being extracted from
the a lutic signal and are used to guess the phoneme string, are the problems
Wholly within the doain of speech research. Here, although engineering prob-
lems of pitch derivation and formant tracking are not trivial, the major
difficulty lies in inferring the phonetic string--a difficulty that may be
inherent in the nature of speech itself. It is clear that in the production of
speech there is much restructuring (or encoding) of the segmental units to
achieve a compact, smoothly flowing output; that is, there is much overlap of
the gestures for units that are themselves sequential. It is, indeed, the rules
for this coarticulation that provide a basis for speech sydthesis by rule. But
the rules we use are generative rules; the inverse rules, to the extent they
exist, are largely unknown except for those phones and contexts where coarticull-
ion is minimal and the "code" can be said to be transparent. A general
paradigm, proposed by Stevens (1960) some years ago and labelle4 "analysis-by-
synthesis," uses heuristics to guess the phonetic string and time confirms by
synthesis, or uses error signals to make a better guess. An alterustive,
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referred to by the Study Group as "hypothesize-and-test," looks for transparent
places in the code (and for other acoustic landmarks) to generate a much less
complete hypothesis about the phonetic string, and then brings to bear informa-
tion from higher level processes. An example would be to look for a word that
begins with strong, high frequency noise, then guess the word to be "six" if it
has one syllable, or "seven" if two, provided one has other reasons to expect a
spoken digit.

Obviously, there are significant research problems at the speech level, as
well ae practical difficulties, for a speech understanding system. Can a set of
rules for analysis be devised? Or can even a partial set having practical
utility be devised? What kinds of heuristics will be most helpful if one
resorts to analysis-by-synthesis? -What relative reliance should be. placed on
extracting as. much information as possible from. the acoustic signal versus having
'tó depend on support fiam higher linguistic levels? Undeilying these questions
is- -the assumption that present knoWledge of the acoustic cues is reasonably comr
:plete;- in fact, much remains to, be learned-about the cues that operate in con-
Sonant-Ciustere and in connected speech, both careful and casual.

a

At the next higher level, the principal problem is how to convert the
string of phonetic elements--perhaps incomplete,- -and - certainly error-prone--into
a string of words, which may also have intervening gaps. Word boundaries are
not at-all evident at the acoustic level, and so do not appear in the phonetic
string. Segmentation into lexical elements must then proceed mainly by matching
to strings that correspond ,to words in the task vocabulary. Often the-low-level
analysis will have generated more than one possible candidate for each phone,
omitted an element, or supplied a wrong entry. The matching operation must some-
how avoid the combinatorial explosion that could readily occur if there were
several options for each of a string of phones. 'Omissions and errors pose'
obvious additional difficulties. There is, therefore, serious need for support
from higher levels as well as efficient analysis at the phonetic levid.

The construction of sentences from a partial and "noisy" string of,words
can draw support from whatever restrictions the task may impose on the syntax,
or froM information about the location of syntactic bodndaries that can be
infetred from-the suprasegmentals found in the acoustic signal. The latter
relationship is essentially.the inverse of the dependence_ of synthesis on-syn-
tactid information-to assign stress and intonation and r "ereby generate speech
that .sounds natural. There are othet problems at the s .tense level that have
their Counterparts in parsing written text. They differ, though, in that
analysis of the spoken sentence will often have to deal with intrusive-hesita-
tion sounds, with non-well-formed or incomplete sentences, and with both back-
wards and forwards parsing from a starting point somewhere within the utterance.
There are obvious research problems of considerable importance in devising
methods for parsing under these conditions.

Interpretation of the sentence as a basis for action can rely only in part
on the output of the syntactic analysis, since that output is likely to be
faulty or ambiguous. Good use will need to be made of the serzantic constraints
imposed by the task, and of pragmatic information about the behavior to` be
expected of the human operator. Except for such help, the task of interpretation
has all the complexities inherent in the content analysis of written text. If-
the appropriate response from the computer is an answer to a user's question,
then varipus.cognitive functions must also be performed and a sentence must be
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generated that is appropriate in both content and form. The response itself
could be in either written or spoken form, with the latter making use of
techniques for text-to-speech conversion developed for reading services for the
blind.

It will be evident that speech' understanding systems are involved with
language at all levels, and pose many problems that should interest computational
linguists. The differences between these problems and more familiar ones reflect
deep differences between oral and written language. Even so, this'account has
probably understressed the pervasive influence of speech at all levels of the
Speech understanding problem, and not merely those levels to which the term is

. usually applied.

Research Areas With Speech Involvement

The preceding discussions of speech outputs from computers (for reading
machines) and ,speech in tputso computers (in speech understanding systems) have
exposed a number of important areas for research in computational linguistics.
Some of the basic problems that were mentioned in passing deserve additional
consideration.

Translating_-between:vritten and- oralianguage; -Although it may, be over-
dramatizing the differences between Written and oral language to speak of trans-
lating the one into the other, it may nevertheless suggest a useful point of
view in reexamining some old probleMs and considering some new ones. We have.
seen that the research on reading machines for the blind makes explicit some
written /oral differences that often pass unnoticed. Ideally, a reading machine
shbuld convey all of the useful information that is on the printed page. This
may include much more than the bare text we have so far considered, even with-
out taking account of pictures and diagrams, a task far beyond present capabil-
ities. Thewell printed page uses many typographic devices to organize and
modify the literal text: punctuation marks are so commonly used that wuthink
of them as a part of the text, though their realization in sound follows very
different rules than those applied to the letter; capitalization, too, an
additional aid is widely used, and for a variety of purposes; an additional
aid is the-judicious use of different type fonts, sizes, weights, and leadings;
and finally, paragraph identation is another of the devices used to indicate
breaks, subordinations, listings, etc.

All of these carry valuable information to the eye. How, and to what
extent, can this information be "translated" for easy use by the ear? Not, one
would hope, by overt description of thetypography. The commonest forms of
punctuation have acoustic reflexes that are fairly simple and regular. Are
there comparable acoustic signals for other graphic symbols? The inverse trans-
forMations involved in writing are no easier, though they are more familiar:
thus, oral questions, statements, and exclamations are indicated by their
standard typographic, signs; likewise, emphatic stress can be signalled by
italics. But how does one convey a note of incredulity or petulance without
resorting tobald description? We know that the skillful writer can do it;
perhaps, then, ways can be found to convey typographic messages of comparable
subtlety to the blind listener in a reasonably graceful way.- As a practical
matter, when one is converting a compositor's tape into speech, something must
be done with each of the graphic signals that it contains.
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If compositors' tapes seem to carry too much information about graphic
details, they can be accused equally of carrying too little of the essential
information aboUt the sentence. Where, for example, is sentence stress to be
placed during synthesis? Where are the breaks into breath groups-for along
phrase? And just how should the intonation be handled? But it is hardly
correct to say that the information--or most of it--is not provided; rather, it
is buried in the structure, which is why good speech synthesis will be so
dependent on adequate parsing. This assumes though that full knowledge of struc-
tu#e-ig a sufficient condition for making speech that sounds natural. Even if
true, much has yet to be done about finding the rules by which sentence structure
can be.converted into sentence suprasegmentals. Rules for the inverse trans-
formation from suprasegmentals to structure--to the extent that they exist--could
be extremely helpful in supplementing the phonetic analysis in a speech under-
standing system. A related "problem that dips more deeply into conventional
speech research is the relationship between stress and intonation (as linguistic
entities)-and the relevant dimensions of the acoustic signal. These relation-
shipsships are known only in part.

The written- sentence-is, nevertheless, incomplete in at-least some respects:
witness- sentences that are ambiguous in written form but not in spoken form, .-

beCAUSe the real-world context is missing in the one case but often is indicated
(by Stress and intonation) in the other. One can find ambiguity at the lexical
level, too--witness hom6graphs aucthomophones.--though'ae ambiguity in one mode
Of expression is usually resolved in the other. It might-be interesting to
explore the conditions for ambiguity wherever it occurs.

These are a few of the translation problems that one would encounter in
dealing only with English. It is easy to see, from the different structures
and orthographies of other languages that different--but probably not fewer- -
problems would arise with them. Finally, the general problem of working back
and forth between oral and written versions of the same language will be one of
increasing concern to computational linguists as automated language processing
becomes more and more involved with speech as its input and output modes.

.Modelling speech production. We have seen that the rules by which speech
is synthesized necessarily deal with the higher level processes that are the
normal domain of computational linguistics. Although the models of speech pro-
duction to which those rules apply lie more nearly in the usual realm of speech
research, the models must operate from higher level control signals. Hence, the
development of speech models and the organization of their control signals is an
area of research thal..is relevant to computational linguistics as well as impor-
tant in itself. Additional reasons are that the processes of speech production
parallel those at higher levels in interesting ways, and that experimental
methods for probing the lower level processes are well developed.

The process of human speech production has several distinguishable sub-
processes, organized hierarchically into levels._ Parallels with the levels of
linguistic processing are based mainly on operations that restructure the intended
message to make it more compact and to put it into linear form, an obvious require-
ment for eventual output as a time-ordered acoustic signal. Speech has.the
additional feature that its processes change mechanisms on the way down; izplemen-
t ?cion is no longer done at all levels by neuromechanisms, but must include
signal transformations in proceeding from nerves to muscles to gross movements
and to sound generation. Thus, some of the restructuring, or encoding, that we
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find in the spoken message is a consequence of interface requirements. Lin-
guists usually stop--perhaps with good reason- -when they have specified the
phonetic string (or its equivalent in the form of a sequence of feature
matrices), leaving actualization of the message to a human speaker.

What remains to'be performed--and to be modelled--are the successive con-
versions that lead eventually to speech: (1) The phonetic string must be
grouped into pronounceable-units and converted into a pattern of neural commands
to muscles. This involves collapsing the string of linguistically discrete
elements into an articulatory unit of about - syllabic size and the temporal
coordination of a substantial number of neural signals. Some of them may be
crucial for maintaining phonemic distinctions (and some merely accessory), or
all may be directed at achieving aparticular target performance. The organiza-
tion of these unit gestures is a topic of very lively interest in current
speech research. (2) The pattern of neural impulses activates the muscles of
articulation in a process that may be quite straightforward, or may involve
gammz-efferent feedback loops in important ways -- another topic of current
interest. (3) In either case, the gesture in neural form is converted, subject
to muscular and mechanical restraints, into gross movements of the several
articulators, and these in turn determine the configuration of the vocal tract
and its acoustic excitation. This involves encodings of quite a different kind
from those mentioned-above, but often quite extensive; they account' at least
for a mechanical component in coarticulation. (4)- Finally, excitation and con-
figuration determine uniquely- -but not simply--the acoustic waveform of speech.

Efforts to model these processes have typically worked upstream from the
acoustic level, usually dealing with a single conversion. Thus, the work of
Fant (1960) and others has given us a good grasp of how to convert changing
articulatory shapes and excitations Into changing acoustic spectra. X-ray
movies and sound spectrograms are only two of the experimental methods for
exploring and testing these conversions. The relationships between muscle con=
tractions and articulatory movements are under intensive investigation, using
electromyography both to measure muscle activity and to infer neural signals,
and using x-rays and spectrograms to observe and infer the resulting movements.
Efforts are being made to describe the organization of gestures in motor command
terms, with verification to be provided by measurements on muscle activity,
configurations, and sound. -.

Computer methods have been used to good effect in both the experimental
work and in modelling conversions at the lawer'leVels. They have been used
also to good effect, but in quite different ways, in speech synthesis by rule.
Thus, the terminal-analog type of synthesis by rule bypasses all the inter-
mediate stages and operates directly from an input phonetic string to the output
speech waveform. The articulatory type of synthesis by rule makes a lesser leap
from. phonetic string to articulatory gestures, then uses level7by-1 evel models
to get to the acoustic output. The obvious gdal is good modelling of the con-
versions at each level, confirmed by direct experimental measures wherever that
is possible, and also by the synthesis of natural-sounding speech when the
models are used in tandem.

Interfacing speech to phonology. It might appear from the,preceding dis-
cussion that the processes of speech begin where those of linguistics usually
end, i.e., with the message in the iorm of a phonetic string or the equivalent
sequence of feature matrices. However, the phones and features of the speech
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researcher are not--or not necessarily--those of the linguist, since they are
defined by different operations. It is the resulting mismatch at this level
that poses one of the major problems in modelling the total process of generating
spoken language. .

When linguists use labels such as "compact" and "diffuse" for features,
there is no implication that the features will convert directly into components
of a patteth of neural commands to muscles; when such labels as "voiced" and
"voiceless" are used, the differences in "operational definition are concealed,
though they are no less real. 'The differences havetheir origins in the dis-
similar approaches taken by linguists and speech researchers. The latter
usually try to work with real mechanisms and models of processes whereas lin-
guists more often concern :themselves with relationships that they can formalize
as rules, though exceptions are'to be found on both sides.

The interface problem, then, has two different complekions. If linguists'
rules really reflect underlying mechanisms and processes--a claim that linguists
rarely make for them--and if current speech models prove.to be tenable then a
conversion is surely possible and finding it becomes ,an important research goal.
But it is conceivable that the linguists' rules are wide of the mark as to
processes, however useful they may-be as deseriptive devices. It would not
then be possible to find the "real" conversion, -though the search for it might
make clear 'Ole directions in which phonological theory ought to move. In any
case, the problem is inescapable in some guise wheh automated language pro-
cessing must operate across the boundary between speech and phonology.

Convetting generative rules into analytic rules. The discussion o £ modal=
ling speech production, including the special case of interfacing speechAo-.2.
phonology, has all been generative and most of the models that are concrete and
believable are likewise models of production processes: This does not imply
that perception has been less studied than production, but only that the
research has yielded a more coherent set of relationships for the latter.

There may be a good theoretical reason why this is so: the production
process includes important operations that are in principle irreversible- -
irreversible in the same sense that a drainage system would be irreversible,
i.e., water does not run uphiiland, if it did, it would not know which way to
'go at the confluence of two "downhill" streams. To the extent that speech per-
ception is organized in motor terms and shares these irreversible operations,
it cannot be expected to provide a model for straightforward analytic rules.
Put another way, the production of Speech involves encoding operations and so
one must expect that the inverse-operations, like decoding in cryptography,
will be inherently complex and liable to ambiguity.

An alternative view of speech perception does not link it to the motor
system and so evades any need to run that machinery backward. It puts its
dependence on auditoriechanisms, starting with feature detectors, and employs
processes-that are in principle describable by models and analytic rules,
though these have yet to be discovered.

Clearly, the nature of speech, erception is a central problem for speech
research. Its relevance to computational linguistics, already discussed in.
connection with speech understanding systems, lies in how it affects one's
choice of strategy in choosing methods for inferring the phonetic string from
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acoustic parameters, i.e., whether to stress analysis by synthesis with all its
inherent difficulties or to concentrate on finding analytic rules, accepting
the 'risk that they may not exist in any useful form.

Applications With Speech Involvement

One can be reasonably certain that the practical applications of automated
language processing will not lag far behind the development of a technical
capability.2 It is easier to foresee examples that involve written-to-oral con-
versions than oral-to-written, so they will be discussed first.

Reading machines. Synthetic speech as a reading service for the blind has
already been discussed at length in terms of the research problems involved in
setting' up a central facility tOimake tape recordings from books. There is
genuine need for such a service, especially for students and professionals.
The practical objective is to have several service centers scattered across the
country so that mailing delays will not be excessive. This will have to be
preceded by a shakedown of the methods (still research oriented) and then some
operating experience with a pilot center that uses production methods and
equipment. It should be possible to accomplish both tasks within about five
years, and to have begun-the establishment of a network of service centers.

An obvious extension is to allow local users to have on-line access to
the text reading facility and, as a second stage, to make this access available
by telephone. The latter would -pose forMidable problems if character recogni-
tion were performed centrally and only text scanning were done remotely. It
may be, hoifever, that newer methods of feature extraction, or total recognition
of the prihted text, will have been developed by that time, and so would make
the data transmission problem quite manageable. Nevertheless, real-time con-
tinuous processing poses very different problems from those o£ batch processing,
some very similar to the problems encountered in real-time interaction with a
speech understanding system.

Remote retrieval of information. The same technology that reads for the
blind can be used tO-allow quick access to library holdings by telephone from
a remote location. Many of the local requirements for such a service will be
met for-other reasons in any case, so the additional investment need not be
large. Thus, sortie types of library holdings (abstracts, bibliographic informa-

tion,_etc.) are increasingly being supplied and stored on magnetic tape, with
programs that provide fast access to desired items. With a little help from
the reference librarian, machine-readable information could be_found and pro-
cessed by the library's computer to yield synthetic speech which the remote
user could listen to by telephone. Such a service will not answer all needs,
of course, but it should be valuable-in many instances.and it has the great
virtues of requiring few additional central facilities and of being able to
use the existing telephone network instead of special terminals.

2
The current status of research and development inthis area is reported in the
Conference Record of the 1972 Conference on Speech Communication and Process- .

ing, April 24-26, 1972, at Newton, Mass. [The Record is available from the
National Technidal Information Service or the Defense Documentation Center,
AD 742236.]
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An obvious elaboration is to allow the human caller to speak directly with
the computer--another application of speech understanding systems. Even with-
out this complication, however, there are important linguistic problems involved
in remote information retrieval. An obvious one is that much of the information
now stored in machine-readable form is very "dense" in that it uses many abbre-
viations and graphic devices. Even connected text is often telegraphic in
style. The reinterpretation of such information, now organized for the eye, to
make it suitable for.the ear becomes almost a condition for telephone access.

Computer assisted instruction (CAI). Most CAI terminals operate solely
with visual output and keyboard input, not because these modes are always
optimal but because other modes pose major technical difficulties. Speech out-
put; in particular, would be highly desirable in many cases, and is clearly the
method of choice for much of the interaction with children in the lower grades.
They could benefit from a great deal of content instruction if it were pre-
sented orally, but they do not have the reading skills to'cope with it visually.
Fot older students, too, oral information would often provide a useful supple-
ment to visual displays.

This enhanced capability for-CAI requires little more than adaptation of
the text-to-Speech-technique§ dekieloped for the blind; in- the problem of
ptbviding good'speeph iseasier, since the instructional' text can be stored as
a Matked phonetic transcription that has been hand tailored to give natural
sounding speech. MoreoVer, the storage requirements -- hence, the possibilities
fot truly interactive CAI programmingare essentially the sw.- ,- for literal
text. Thus, the real utility of synthetic speech to CAI is .ly to be far
more dependent on imaginative programming than on technical limitations in pro-
viding spoken responses.

The'ideal arrangement, in adding a speech capability to CAI, would be to
let .the machine respond appropriately to spoken responses by the student.
Spedial purpose solutions, comparable to digit recognition, might work very
well in many cases, especially with older students. But the greater need, and
certainl, the greater technical challenge, 'lies ix. making it possible for the
younger student to interact in a reasonably free manner with his automated
instructor. Clearly, this involves all of the problems of speech uno rstanding
systems'as currently envisaged-, compounded with the technical problems of pro-
cessing children's speech and the linguistic problems of dealing with their
free-form syntax. As a practical matter, it would be a mistake to hold back on
the use of speech as an output in the hope of an early solution to the input
problem, despite the many-advantages that two-way speech would have in enliven-
ing the interchange and removing artificial constraints on instructional pro-
gramming.

Voice typewriter. The prognosis for typing or typesetting under voice
control is probably no better than that for voice input to CAI. It is apparent
by hindsight that the choice of the voice typewriter as an initial target for
research on speech recognition was a serious error. Such a machine must deal
with unrestricted inputs and.a wide range of speakers and dialects. One can
scarcely imagine a practical task of greater difficulty! However, both the nature
of the problem and paths to intermediate goals that might lead on to an eventual
solution have become much clearer. Thus, on the one hand, what we know of the
nature of speech tells us that pattern matching All never provide a general
solution, no matter how sophisticated the techniques; on the .other hand, the use
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of a "side-in" approach to speech understanding problems of limited scope
promises to be one of the paths that might eventually lead to general speech
recognition.

Speech understanding systems. The nature of the problems, the difficulties
to be expected, and some of the areas in which research in both computational
linguistics and speech can be helpful have already been discussed. The tasks in
which speech inputs are to be used were chosen as demonstrations rather than
epracticai applications. Even so, they are difficult enough to pose very real
research challenges.

The question is often raised about what, if any, really practical applica-
tions exist for voice input or, in more realistic form, what practical tasks
there are that are not handled adequately by more conventional and less:complex
means. The ARPA Study Group listed some eight tasks as examples of practiCal
applications: airline-guide information service, desk calculator (with voice
input), air traffic controller, missile checkout (accepting spoken comments and
questions from a human inspector), medical history taking, automatic protocol
analysis, physical inventory taking, (involving voice interaction with a human
inspector), and robot management by. voice. If none of These seems of compelling
urgency, it may be in part a reflection of the fact that our capabilities in
speech recognition are still so primitive as to shackle our imaginations.

Man-machine cooperation. In summary, there are several practical uses to
which speech outputs from automated language processing can be put, and probably
will be put in the near future, though the prospect for practical application
of speech inputs seems more remote. But one is tempted to say about speech.
recognition that, like Everest, it is there--and eventually the challenge will
be met.

Man-machine cooperation with computers is already a fact of life, though at
present that cooperation can only be -had on terms that are convenient to the
computer. Again, one is tempted to say that such a state of affairs cannot con-
tinue; it is a safe prediction that man will insist on cooperation cn his own
terms. This means that computers must learn-to listen as well as to talk. It

will not matter much that this involves complexity and expense; if these were
paramount considerations over the long term, we would all have telepraphs in our
homes instead-of telephones.

Instrumentation for Research and Training

The objective of the session's participants in their discussions of machines
and speech, was to consider not only promising areas for research but also needs
and new possibilities for research tools. One suggestion that met general
approval was that a state-of-the-art survey be commissioned to discover what the
needs really are and to make generally available a knowledge of recent develop-
ments in the leading research laboratories. Very often, new devices or softwa4e
which are built to fill a local need do not seem.to the investigators to be
sufficiently important to justify separate publication. Hence, they remain un-
known, except to a handful of visitors.

This led to a discussion of how widespread the need might be for sophisti-
cated new research instrumentation. The need is, or course, dependent on the
number of centers in which basic speedh phenomena are being studied intensively,
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and on the prospect 2or additional centers. On this basis, instrumentation
needs are comparatively modest quantitatively, thol4.114.crucial for the limited
number of major research centers that do exist--perhaps half a dozen in the
United States, and comparable numbers-in Western Europe and in Japan. The
establishment of additional centers is made difficult by the "critical mass"
(for both men and equipment) that is needed to do effective research; indeed,
the increasing complexit!, of adequate tools and the need for cross - disciplinary
approaches seem likely to increase the pressures toward centralization of
research. There are, on the other hand, both a need for well-trained people,
and a number of good academic centers where training could be much improved by
enough research equipment to make that training: modern and realistic. The

sound spectrograph is one such tool that is now rather widely available. Speech

synthesizers, on the other hand, which could be at least as useful, are rather
rare. This seems unfortunate, especially since the technology is well known and
the costs are not excessive. Thus, a good background for many of the kinds of
speech research described in preceding sections could be obtained with a mini-
computer plus disc file, obtainable for $10-15,000. The point was made that the
much larger, ,computers already available for batch or time-shared use at many
universities are not adequate substitutes for even a mini-computer that can be
used on-line; in fact,'very few computer systems can handle speech, primarily
because of the high, continuous data rates that_aie required. A state-of-the-
art review could be particularly useful to'schools that wish to.install a train-
ing facility of the kind described, not only in alerting them to thepossibil-
ities, but also in providing detailed. information that often takes a great deal
of time'to learn by trial and error--a familiar experience, summarized by one
discussant:, "the first program costs a year."

Some of the new developments and trends to be expected in research instru-
mentation will be cheap mass memories of very large size and a new order of
magnitude in central processor speeds.' There are-general 'consensus that the
trend toward interactive systems that Operate in real-time will continue, with a
large payoff in research productivity. Likewise, new facilities for graphic
output are becoming easily available and will be most useful.

In summary, although this part of the discussion found continuing progress
and no urgent needs in the limited number of centers where most of the basic
research on speech is done, it delineated a considerable need to upgrade aware-
ness and training facilities in a much larger number of university centers in
order to enable their graduates to become familiar with modern methods and
problems. A state-of-the-art survey would be a useful initial step.

Conclusion

The group's discussions concerning Machines and Speech dealt mainly with
the nature of the research problems that are encountered in incorporating speech
into computational linguistiCs. Two specific applications -- reading services for

- the blind and speech understanding systems--were discussed at length. Both are
examples of an increasing trend toward automated language processing and, in
particular, extensions of this technology to the use of speech as an input-output
modality.

The group identified a number of specific areas in which there is strong
interaction between the usual domains of speech and computational linguistics.
Thus, for example, the synthesis of natural-:..)unding sp.2.:;^11, starting with written
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text, requires information about the placement of sentence stress, about
durations, and about pitch contours. This is information that is implicit in
the structure of written .sentences; hence, good synthesis would seem to require
a capability for parsing. Conversely, in attempting to infer sentences in
written form from an oral input, the suprasegmental information could provide
much help in assigning structure to a string of phonetic elements. In general,
many of the problems--and some very promising areas for research--lie-in the
conversions that must be made between language in written form and language in
oral form. Thus, the addition of speech as input and output modes for automated
language processing will necessarily focus attention on a whole set of problems
that might otherwise pass unnoticed.

There are other areas of speech research that also interact with higher
level processes. -Thus, efforts to build detailed models of the processes of
speech production (and to apply them to synthesis) must start with a description
provided by phonology, and so cannot ignore-the interface--presently missing--
between speech ,processes and phonological rules.

Practical applicatiOns that make use of speech as an output from automated
language processing are well-on the-way to being realized: reading services for
the blind, remote. retrieval of information by telephone, and a vocal response
capability for computer assisted instruction. The prospects for ptocesses that
use speech as an input. -are more tenuous, though'a major effort is under way to
build-demonstration models of speech understanding syStems, i.e., computers that
will accept instructions or questions via microphone. For the long term, there
is little doubt that man-machine interaction will become increasingly important
in a practical sense, or that there will be a steady pressure on the machine to
conform to human convenience, i.e., to learn'to talk and to listen.

The state of speech research here and abroad was also discussed briefly and
it was noted that the trend toward concentration of research in only a few major
centers is likely to continue because of the critical mass of men and instrumen-
tation needed to deal with problems that are increasingly complex and multi-
disciplinary. But adequate research training need not be correspondingly con-
centrated; the provision of modest research facilities--in particular small com-
puters used for synthesis studies- -could do much to broaden the base of research
training. A state-of-the-art survey and prospectus would be a useful first step.
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An Automated Reading Service for the Blind*

J. Gaitenby, G. Sholos, T. Rand,+ G. KUhn,+ P. Nye, and F. Cooper
Haskins Laboratories, New Haven

ABSTRACT

This is a progress report concerning the state of the reading
-machine that has been designed and developed at Haskins Laboratories,
and that is about to be evaluated-in field tests. After being
exposed to standard comprehension tests and making judgMents on rate
preferences, blind studentar-performing- as subjects in, the testing--
will assess the relative utility of synthetic speech recordings in
compatilon with face-to-face readings and naturally- spoken tapes.

INTRODUCTION

We are concerned with the problem of getting the results of-research on a
reading machine for the blind out of the laboratory and into application. The
reading machine in question converts printed material to synthetic speech. It

in hoped that within three to five years a pilot version of the machine can be
installed in a university library to assess the feasibility of eventually con-
structing a larger-scale automated reading service for the blind--perhaps on a
national basis. At present the methods for text conversion to artifical speech--
and the speech itself --have reached an advanced stage of deVelopment. An
optical character recognition device, forming the input of the system, will be
received from a manufacturer within a few months. Meantime, editing of the
"spelling and sound" dictionary (in which text word orthography is matched to
phonetics) continues along with further refinement of the dictionary word re-
trieval and str,...zis assignment programs. ModifiCatio47in the speech synthesis
procedure are under way for improving the naturalness of the spoken output, and
on a separate front, attention is being directed to the planning and arrangement
of extended evaldation studies using texts generated in synthetic.speech. This
papet contains a short description of the steps used in the automated reading
process and some of the plans for a full-scale evaluation of the synthetic
speech output. (Accompanying the oral version of the paper were taped samples
of synthetic speech illustrating the performance to be expected from a reading
machine.)

*Presented at the 1972 Carnahan Conference on Electronic Prosthetics, Lexington,

Ky., September 22, 1972, by P. W. Nye.

+Also University of Connecticut, Storrs.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]

177



There will be very few, if any, blind people present who will dispute the
statement that existing reading services which use tape recordings have short-
comings. These become particularly obvious when the services attempt to 'produce
new tapes of recently published books. Sometimes months can elapse following a
request before the recording is completed and the last chapter is received by
the subscriber. The reasons for these delays do not, however, stem from glaring
faults in the structure and efficiency of the organizations involved, but rather
from the fact that they use human readers. Whether the reader is an actor work-
ing for a fee, or a volunteer, he or she must schedule visits to the recording
studio when the facilities*are available, and can then only work well for an
hour or two at each session. Therefore,, a major limitation lies with"the human
reader, and a solution to part of the problem appears to be available through
the use of reading machines.

Techniques for recognizing printed characters and for synthesizing speech
have been steadily improving over the past fifteen years. During this period
the'staff of Haskins Laboratories have been concentrating their efforts on the
problems of speedh synthesis and, with the support of the Veterans Administra-
tion, 'have been actively engaged in the development of a reading machine for the
blind. *At this point, sufficient progress has been made to.make it obvious that
a complete reading machine, which can produce speech from a printed page, can
now be made. In fact, with the acquisition of an optical character recognition
machine provided by the Seeing Eye Foundation, we expect to have a complete
working model in the laboratory within the next few months. We have been able
to generate long texts in the synthetic speech output for about two years, and
stress and intonation assignment is now programmed in addition to the earlier
speech synthesis by rule. .(In the oral version of the paper a demonstration tape
was played at this point.)

As you have noted, the speech Is.not perfectly natural and requires a little
exposure to become used to. However, the words you heardwere delivered at a
final rate of over 160 words per minute and I am quite sure that if I were to ask
you questions about the passage you would be able to provide answers to most of
them.- My confidence in your probable reactions is due to the fact that we have
run pilot tests on comprehensibility of the material with college students, with
blind veterans at the Eastern Rehabilitation Center of the West Haven Veterans
Hospital, and with ourselves as subjects.

The results of these tests have been most encouraging and we feel that the
reading machine system canbe of real utility, particularly to blind students.
However, in our efforts to apply the machine to student needs, we find ourselves
obliged to take on several new problems, many of which lie outside the usual con-
fines of a research laboratory. In fact, it is becoming clear that it will be
necessary for us to conduct a thorough analysis of the uses to which synthetic
speech can be put--and eventually to build at least one pilot reading service
center before other agencies are likely to grasp the initiative. This means that
we must continue to use our laboratory facilities for generating synthetic speech,
and must conduct an extensive evaluation program in an endeavor to provide suffi-
cient evidence to justif, the investment needed to establish a Reading Service
Center.

THE APPLICATION OF READING MACHINES

We anticipate that the Reading Service Center (in which the reading machine
will operate) will be located in a library. At the Center printed texts will be
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converted to synthetic speech and the outputs will be recorded for use by a
large number of blind subscribers. The reading service can be provided in re-
sponse either to a personal request made at the library or to a phone call. At
the time his request is filed, the user may specify the word rate at which the
material is to be recorded, as well as the book, article, chapter,or page he
needs. Within a comparatively short time (minutes, hours, or possibly days, if
request traffic is exceptionally heavy) he may pick up, or have sent to him, the
audio tape of the entire text desired.

Bedause of the present limitations on the naturalness of synthetic speech,
it is apparent that a reading service involving text-to-speech processing by
machine can only supplementl-and will certainly not supplant--existing reading
services (Nye, 1972). Thus book production in Braille (as at the American Print-
ing House for the Blind) and spoken tapes issued by Talking Books, Recording for
the Blind, and other organitations, may long remain primary sources of reading
material for the blind. Hca4ever, in the educational field where there is a
widespread need for more access, and more rapid access, to.ihi5rinted word, it
is-probable that blind students will frequently accept a somewhat unusual voice
output in exchange for an extremely fast supply of diverse published material
-that is not immediately available elsewhere.

THE TEXT -TO- SPEECH SYSTEM
0

The procedural steps in the reading machine system designed at Haskins
Laboratories have been detailed in several other publications, and only a short
review will be given here., After the printed text has been read into the machine,
three successive transformations are involved: first, from English spelling to
phonemic transcription of the same words; second, from a phonemic transcription
to control signals;. and third, from control signals to audible synthesized speech
(Cooper, 1963). 'In somewhat more detail, following Nye et al.(1972) the text-to-
speech processing is accomplished in the following way.

The requested text if. scanned by an optical character reader (OCR). (The
Cognitronics System 70 page reader, a machine that recognizes OCR -A upper and
lower case typefont, is to be used for,the scanning operation.) The OCR output,
stored on digital magnetic tape, is transcribed to phonetic spelling with the
aid of a 140,000 word text-to-phoneme dictionary that is stored in computer
memory.

This stored dictionary, which was culled from the dictionary prepared by
Dr. June Shoup and associates at the Speech Communication Research,Laboratory,
has been extensively revised to make it.compatible with tilt:: local computer pro-
gramming. The vocabulary has been separated into two units: a small high fre-
quency word list is stored in core memory while the main lexicon is held in disc
storage. Any text word encountered in the scanning stage is first searched in
the high frequency list, and if not found, is then searched inthe main unit.
When the phohetic words of a sizable body of text, plus their grammatical cate-
gories, have been retrieved, a pseudo-gratmatical comparison of successive paired
words is made. Using a system If lexical and punctuational rules, stress symbols
are assigned which are appropriate to the context (Gaitenby et al.,1972). The
resulting prosodically-annotated string of phonemes (in machine language) is pro-
cessed by the Mattingly (1968) program for Speech Synthesis by Rule, and control
signC..s for the specific textual message at a predetermined speed are computed.
These signals control the synthesizer and generate intelligible speech at the
specified word rate. The output of the synthesizer is recorded on standard audio
tape and conveyed to the blind user.
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To facilitate further improvements in the operating system, the laboratory
machine includes facilities for manual editing of the dictionary, the phonetics,
and the acoustic components of the message, together with visual displays (by
means of.a cathode ray tube) of each of these aspects. This allowance for
editorial intervention is an important develqpmental feature, but it will of
course not be essential to the final reading system. However, during field
evaluation,_substantial feedback from the separate tests is expected, and what
is learned can be structured into on-goi4 modification of the speech-producing
program. _

FIELD EVALUATION

The purpose of the evaluation tests will be to attempt to answer questions
concerning luiman factors, cost versus benefit, and technical matters !Nye et al.,
1972). In pilot studies conducted over the past 18 months we have had the coop-
eration of faculty and studentsatthe University of Connecticut and at the
Veterans Administration Hospital in Westaiven, and it is anticipated that in
the conduct of the detailed evaluation study We-will again -rely upon both of
these institutions for assistance -in test design, in acquisition and scheduling
of testees,nd in administration of the tests.

Some ofthe test materials (rhyme tests, for example; axe standard and have
been used elsewhere for such applications as assessing telephone speech quality.
We also intend to use reading comprehension tests similar to those used in the
public, education system. On the other hand, certain tests will be created
specifically for appraising the synthetic speech medium. Various levels of
textual material will be presented, in a variety of e-..lbject matter, by a range

of authors. (Authors' styles and vocabulary are known to produce differing de-
grees of acceptability among readers.)

Beyond the standardized and specially-designed listening tests, we propose
to operate a partial Reading Machine Service for blind students at the University
of Connecticut at Storrs, in order to make reasonable estimates of time and
expense. involved in actual text-to-speech-to-user production, and in rder to
make a genuine test of the Feasibility of the system. The magnitude of demand by
students for the synthetic speech recordings of their textbook assignments (using
this partially simulated system) should be.indicative of the contribution a full-
scale installation of a Reading Service will provide (altbough it is recognized
that an innovation such as synthetic speech may encounter initial resistance).
Demand itself is, of course, one clear type of acceptability measure.

When enough data has been gathered to permit a comparison of synthetic
speech tapes and natural speech recordings, including such factors as demand,
production speed, cost, and acceptability, we should arrive at realistic index

of theew system's overall feasibility..

In summary, a bench model of an automated reading A7 -tem for the blind

exists. Pilot tests of the acceptability of the synthetic speech nutput have
been conducted, and the system is now ready for serious evaluation. Cooperative
university and veterans' facilities are on hand to contribute their assistance
in this enterprise. The evaluation stud: itself represents a start on moving
the system out of the laboratory and into real-life application.
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Physiological Aspects of Certain Laryngeal Features in Stop Production*

H. Hirose , L: Lisker,
4+

and A. S. Abramson,
Haskins Laboratories, New Haven

This study represents one more effort to describe some physiological cor-
relates of certain laryngeal features in stop consonant production.. Our speci=
fic concern is with what the linguists call the_voiced-voiceless, the aspirate-
ihaspirate, and the implosive-exploSive oppositions. For this study two sepa=
rate experiments were performed: electromyography (EMd) of the laryngeal. muscles
during production of intervocalic labial stops and fiberoptic observation of the
glottis for the same consonants.

The subject was a phonetician_ who produced labiaI stop$ ofthe-five-phcnetic
types represented in=the botiomline-of ligute_E From left_to right, lbeseare:
-voiced-inaspirateS, implosive.Voiaea inaspiXates, voiced aspirates. vOiaeleSS-.
aspirates, and voiceless inaspiiates.- Of-the- various carrier utterance types
indicated we shall be talking only of those with the, vowel li] in the second And-
third syllables.

In the first experiment, conventional bipolar hooked-wire electrodes were in-
serted into five laryngeal muscles: the interarytenoid (INT), posterior crico-
arytenoid (PCA), lateral cricoarytenoid (LCA), cricothyroid (CT), and sternohyoid
(SH). The EMG signals were recorded along with acoustic signals and tithing marks
as the subject read the list of test nonsense words 16 to 20 times -each. The EMG
signals were then computer-averaged with reference to a line-up point on-the time
aids representing the beginning of the labial closure interval in each utterance.
In this discussion we shall restrict ourselves to events in-the immediate neigh-
borhood of the line-up point.

Figure 2 shows an example of the averaged EMG curves for the five laryngeal
muscles during production of test words containing the explosive voiced inaspirate
[b]. The zero on the abscissa marks the line-up point, and each division repre -

*This is a slightly modified version of a paper presented at the 84th meeting
of the Acoustical Society of America, Miami Beach, Fla., November 1972.

+Also Faculty of Medicine, University of Tokyo.

Also University of Pennsylvania,_ Philadelphia.

+++
Also University of Connecticut, Storrs.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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Figure 1: Utterance types.

sents 100 msec. The EKG curve for the INT shows that this muscle has a steep
increase in activity immediately before release of the initial [till, which is
indicated by a vertical bar at tie bottom of the figure. Except for a dip-about
200 msec before the line-up point which presumably corresponds to the [k], the
INT stays active over the interval containing the labial stop of this phonetic
type.

When we then compare the EMG curve for the PCA with the one for the INT,
we can see a clear-reciprocal relationship between these two muscles. Thus
PCA activity remains continuously suppressed after a small peak which is pre-
sumably for the [k] in the carrier. The general pattern of-LCA activity is
more or less similar to that of the INT in this case. The characteristics of
the CT and SH will be discussed later.

In-Figure 3, the results for the test utterance containing the voiceless
aspirites [ph] are demonstrated. Note, in this case, that there is a marked
dip in INT activity starting approximately 100 msec prior to thaline -up point
and reaching its minimum approximately at the release of the stop. Conversely,
marked activity is observed for PCA, starting and peaking reciprocally with the
fall in INT activity. In.the LCA curve there is a dip in step with INT suppres-
sion.

The EMG data in Figures 2 and 3 show marked activity of the abductor muscle
in the production of the voiceless aspirates, while activity is suppressed for
the voiced inaspirates. The adductor muscle group is, conversely, suppressed
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Figure 2: Averaged EMG curves for the five laryngeal muscles for [b].

The time of release of [th] and. [k] and of the onset and
release of [b] are indicated at the bottom of the riguie.
The shaded interval represents voicing throughout the [b]
occlusion.

g 185



186

thikiphi

INT

PCA

LCA

CT

SH

pv600

pv2

pv1001

th k""' ph
Fig. 3

Figure 3: Averaged EMG curves for [ph]. The times of closure and
release and the interval of aspiration for [ph] are shown.



for voiceless aspirate production but active for the voiced inaspirates.

In Figure 4, averaged EMG curves for three different phonetic types are
superimposed for each of the five muscles, allowing us to compare the voiced
aspirates, the voiceless aspirates, and the voiceless inaspirates. As we can
see, the increased activity of the PCA and the suppression of the INT and LCA,
which together can be takeas an indication of open glottis, are most marked
for the voiceless aspirates. For the stop types compared in this slide, there
is- minimal activation of the PCA for the voiceless inaspirates, and its-timing
is earlier than for the other.two classes of stop. .There is a similar relation
for the reciprocal INT curves.

Comparison of the voiced aspirates and the voiceless aspirates shows a

significant difference both in magnitude and timing of the EMG patterns, in
that abductor activation and adductor suppression start somewhat earlier and
reach higher magnitudes for the voiceless than for the voiced aspirates.-

It should be remarked here that, except for the differences relevant to the
Thonetic differences among the labial stops, the contours of the thro.e curves
are similar. This indicates that the pattern of muscle activity for the carrier
portion of the test utterances is quite constant, regardless of the difference
in the embedded labial stops. Incidentally, it is also to be noted that both-the
CT and SH show no differences in EKG contour for the three labial stop types.

Figure 5 compares the voiced inaspirates, the voiced aspirates, and the voiced
implosives.- Note that there is no appreciable adductor suppression for the voiced
inaspirates. The abductor appears to be continuously suppressed in the case of
the ordinary voiced stops, but for the implosives a small peak is observed, a
finding for which we have yet to discover an explanation.

interesting to note :hat the SH shows a peak for the implosive that occurs
earlier than for the other two stop types, one which precedd-S oral release and
presumably is for active larynx lowering. This pattern of -SH activity was also
found in an earlier experiment involving a native speaker of Sindhi as a subject.
In Sindhi, a language of the Indian subcontinent, the implosive feature is dis-
tinCtilm. For this sound the CT also shows a peak that is almost synchronous with
the SH peak. This CT activlity might be regarded as a telising of the vocal folds
in compensation for a possible pitch drop due to larynx lowering.

In the second part of our study movies of the glottis were taken during pro-
duction of the same types of test utterances by means of a fiberscope at a film
rate of 60 frames per second. Appropriate frame sequences for the labial steps,
were then examined by the technique of frame-by-frame analysis. The following
features were particularly noted:

1) opening and closing movements of the arytenold
2) interruption and resumption of vocal fold vibration
3) the time course of glottal 'Apeiture width as measured at the vocal

processes
4) vertical movement of the larynx.

It was observed that all samples of voiced inaspirate sounds, both the ordinary
explosive and the implosive, showed no separation of the arytenoids.. In the
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case of the implosives the larynx appeared regularly to shift downwards, this
being manifested as a rapid tilting'of the epiglottis in a postero-inferior
direction.

In-the phonetic types other than the two voiced indspirate stops arytenoid
separation was always observed. Figure 6 illustrates the average time courses
of glottal opening for these three stops relative to oral release. (The unit
of glottal width is arbitrary.) The figure clearly shows the difference in tem-..

poral course as well as degree of opening of the glottis for the different phonet-
ic types. The glottis appears to open earlier anTalso to close earlier relative
-o oral release for the.voiceless-inaspirateSehan for the other two, while the
maximum glottal width is the smallest for the same stop. For the voiceless as-
piral-es, the glottis starts to open rater, reaches its maximum -width near Oral
releaSe, and then graduallY .cdoSes. The Maximum glottal width is largest for
this stop. For the voiced aspirateS, the glottis appears to open latest, reach-
ing its maximum width somewhat later than for the voiceless aspirates, but closes
atAlMost the same time as for the voiceless aspirates.

--If we compare our_fiberoptid observation with the EMG data described pearlier,
there. appears te be good agreement between the two sets of results, indicating
in particular that the abductor and adduOtor muscle groups follow coordinated
patterns of activity corresponding to the openitikand cloSing of the-glor.tiS.
The o'v'erall conalifon suggested is that the classes of...phonetic events we Lave
beekeXamining are produced by rather different laryngeal gestures deriving from.
different patterns of laryngeal muscle activity. For the voicing and aspiration
features these patterns effect differences both in the magnitude of glottal open-
ing and in the timing of glottal adjustment relative to supraglottal events, while

for the implosive.feature there. is lowering, of the larynx in synchrony with the
oral closure.
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Effect of Speaking Rate on Labial Consonant Production: A Combined
Electromyographic-High Speed Motion Picture Study

Thomas Gaif and Hajime Hiros&
Haskins Laboratories, New Haven

ABSTRACT

This experiment used electromyography and direct, high speed
motion picture photographY in combination, t6, describe the effect
of speaking rate on the-production of- labial consonants.

Electromyographic signals from-a number of facial muscles were
recordedsimUitaneOuSly yidth high speed totion,piCtures of the lips.

"from -two subjects: The speech' material syllables Con,

taining:the consonants /p b m Wi in_ both CV= and- VC combinations-.

with the VoVaisli.a u/.

The-major finding of this experiment 1.6 that an increase in
speaking rate is accompanied by both an increase in the activity'
level of the muscle and an increase in the speed of movement of.the
articulators: The data also shoted certain manner effects and
instances of both subject-to-subject and individual token variabil-

ity. These findings'are discussed in terms of theoretical models

of speech production.

It 'it commonly known that the production of a gi4en phone will varya

great deal depending on the supra:segmental structure in which it is placed.

Recent research in this area has been concerned with the question of whether

these allophonic variations, in particular those that arise from changes in

stress and speaking rate, can be attributed solely to changes in the timing of

commands to the-articulators.

The earliest model of this type was proposed by Lindblom (1963, 1964). In

both spectrographic and cinefluorographic studies, Lindblom found that a

destressed vowel, or one produced during faster speech, was accompanied by a

change in color toward the neutral schwa. Lindblom's hypothesis was that this

neutralization is a consequence of the shorter chiration of the vowel, and

further, is caused-by a temporal overlap of motor commands. to the articulators.

4Also University of Connecticut Health Center,-Farmington.

Also FaCulty of Medicine, University of Tokyo.

[HASkINb LABORATORIES: Status Report on Speech Resefrch SR-31/32 (1972)]
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In other words, the articulators fail to reach, or undershoot, their targets-
because the next set of motor commands deflects them to the following target

. before the first target is reached. Although some later experiments have shown
similar'undershoot effects-for other phones (Gay,- 1968; Kent, 197C), a number
of other studies have produced results that imply the existence of another
mechanism, articulatory'reorganization, in the control of, at least; stress.
For example, both Harris, Gay, Sholes, and Lieberman (1968), and Harris (1971),
in electromyographiestudies of stress, found higher muscle activity peaks
(greater driving forces).. for phones _produced in stressed syllables than in not-
stressed syllables. A possible consequence of the electromyographic result was
,later observed:by Kent and Netsell (1971) in a cinefluorographic study of
tongue movements. Their data. suggest that the effect, of increased stress is
to cause the articulators to move faster, more forcefully, and closer to their
intended targets.

Although it is probably-safe to conclude that undershoot is at least a
component of destreased and lister speech, a general model of speech production
baSed on timing changes 41o4e 107too simple. First, it is apparent from
-earlier experiments that reorganizatioh.of the articulatory gesture exists to
enablethebechaniMm-to respond =actively to; at-lea:at-se-Me, suprasegmehtil
demands. SeCOnd, the-Cone-6k of undetshOoti_whichwaS:originally proposed to
-deadribe vowel. articulation, doesinot 10M-itself-particularly well to the pro-
lluctioh of consonants, most of which involve movements tow rds occlusal or
constrictive, rather-than/Spatial, targets. The experithen reported here was
concerned. with the following questions,: does articulatory reorganization
extend-to variations that arise from changes in speaking rate, and can a mechan-
ical model of the kind propoSed by Lindblom (1963) apply to the production of
toth,vowels and consonants? The specific purpose of this experiment was to
determine the effects ofspcaking rate.on the pr6duction of labial consonants
spoken in various vowel environments. 1The experimental approach utilized the
combined techniques of electromyography and direct high speed photography to
obtain information about both the 'forces that cause the articulators to move
and the movements that result; simultaneously, on the same utterance.

METHOD

Subjects and. Speech Material

The subjects were two adult males, both native speakers of American
English. The speech material for one subject (DL) consisted of the labial
consonants /p b m w/ in both CV and VC (except /w/ which was-in only CV)
combination with the vowels /i a u/. Each of the syllables was placed in a
word (e.g., keeper, appeal), which, in turn, was placed in a sentence. Th0
master list contained 21 different words. For the second subject (TG), a more
symmetrical frame was used. Each of the consonants was placed in either [kVCa]
or [kaCV] (again, except for /w/) preceded by the carrier, "It's a...." Also,

since the data analyzed for the first subject did not show any interesting or
consistent manner differences for /m/, this consonant did not appear the

second list. For both subjects, the words were random ordered into four differ-
ent lists. The lists were repeated four times, in sequence, for a total of
sixteen repetitions at each of two different speaking .rates. The speaking
rates were either moderate or fast and were controlled by training the subject
to speak at what he considered comfortable rates. The subject's performance
was monitored continuously throughout the run.
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Electromyography

For both subjects, conv2ntional hooked wire electrodes were inserted into
_muscles that control both lip and ja7 movements. These muscles are listed in
Table 1. Although all muscle locations showed adequate firing leVels at then
time of electrode insertion, some muscle locations deteriorated, at one time or
another, during the run. The extent to which this occurred is also indicatvi
in Table 1.1

TABLE 1: EMG electrode locations.

Subject DL

Orbicularis Orli; - superior, medial
(00SM) :

Oris - 'superior, lateral
(00SL)*

Orbicularis Oris - inferior (DOI)

Levator Adguli Oris (LAO)

Buccirltor (BUC),

Depressor Anguli Oris (DA0)

Internal Pterygoid (IP)*

Subject TG

Orbicularis Oris - superior, medial
(03SM)

Orbicularis Oris - inferior (00I)

Quadratua-Labii Inferierus Mr/

Mentalis (MEN)

Anterior- Belly Digastric (AD)*

*Analyzed for motion picture segment only.

The basic procedures were to collect EMG de..4 for a number of tokens of
each utterance and, using_d digital computer, to arerage the integrated EMG
signals at each electrode position. The EMG data wire recorded on a avAti-
channel instrumentation tape recorder together with the acoustic signal and'a
sequence of digii;i1 code pulses (octal format). Thet e pulses were used to
identify each utterance for the computer during proce;sing. A more detailed'
description of both the data recording and data processing techniques can be
found elsewhere (Hirose, 1971; Port, 1971).'

Direct Hign Speed Photography

High speed motion - pictures of lip and jaw movements were recoded with a
16 nun Milliken camera, set up to run at 128 fps. Both full-face ai.d lateral
views of the lip's and jaw were recorded by placing a mirror, set at a 45 degree
angle, beside the subject's face. The motion picture and EMG. data were syn-
chronized by an annotation system constructed for the purpose that displayed

1 0

It is interesting to note further, that for Subject TG, the internal pterygoid
muscle showed only resting potentials for speech, even though correct elec-
trode placement was ascertained for other functions clenching, for example).
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the octal code pulses on ,an LED device placed in,the path of the camera. This
display was also driven by a signal from the,camera to count individual frames
between the octal codes. A diagram of the ERG and motion picture instrumenta-
tion is shown in Figure 1.

The conbihed-EMG and high speed motionpicture data were recorded at the
beginning of the run, after which the Er.G part of the experiment continued.
Prior to the beginning.of the run, white reference dots were painted on the
nose and lower edge of the subject's jaw. A ruler was also fi: .d to the mirror
so that the lip and jaw movements could be ccuverted to actual distances.

4-)

The films were analyzed by frame-by-frame measurements of vertical jaw
opening and vertical lip opening at the midlin142 The ERG data frog the
motion picture part of the run were processed separately from the remainder of
the run and then compared with those data to see if the individual tokens were
typical of the average. Our criterion for acceptance of an individual-token
was that its peak did not exceed the maximum or fall below the minimum of the

0averaged tokens. .

RESULTS

-glactron.

Results of the electromybgraphic analyses are summarized in'Tables 2 and 3.
These tables show the peak-mtscle activity-levels for each muscle and utterance
for both subjects and b-ch sp.iaking rates.

The values for the %JOSH, OOSL, 00I, MEN, and IP represent the peak heightr
of muscle activity levels for the closing st.gment of the gesture while t1
values for the AD, BUC, DAO, LAO, and QLI represent toe peak heights for the
opening segment.

For both subjects, the spee-1 produced during the faster speaking rate
condition was, on the average, one - third' shorter iu duration than the speech
produced duilmg 'the normal condition. These differences are based on measur..-,
ments made fiom the complete sentence, i.e." test syllable plus carrier.

One of our major concerts in combining EMG with high speed motion picture
photography was the question of whether the.EMG curve for the single token
motion picture run was a typical one, in other words, one Compatible with the
average. As the valuer in Tables 2 and 3 indicate, this was almost without
exception the case. Far those muscles. characterized by :strong activity levels,
the single token values followed the averaged values, in both direction'and
magnitude. Almost all of the other muscle locations shcwed the same patterns;
however, since the peak values of these muscles were somt.what lower, the com-
parisons arenot equally valid.3

2
Lip spreading measurements (horizontal distance between the corners) were also
made for /w/.

3
For subject DL, two instances (/im, wi/ - 00I), and for subject TG, one instance
(/pu/- - MEN), occurred_where=file single token values did not follow the averaged
values,
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Figure 1: Block diagram of EMG and high speed motion picture recording system.
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For --both sphjeCtSit-,the-majOt effect of- an- increase in Speaking; rate -was
an. increase in the -aetivitY, level of the-intise*4GerierallY, -Speaking; this
increase, occurred for all muscles and all :utterances, in other words, for the
immediate =consonant gesture itself, -as-well as for the lip -dpenirig. that
-extends through ._thejadjadent Wel.4 For .those ';muscles_ ChataCterized, by strong_
activity, levels,, these increases were -on, the order of ,anykhete from 25.-percent
.to 00 percent.

TheSe diffetenced in muscle activity levels indicate-that the.controi 'of
speaking rate requires-- afore than :jukt a -simple adjustment oft -the timing,-of
motor --COMraanda: Rathe, it appears that the labial _COnsOnarit gesture is also_
-ieorganized_*at .the,.inoeore command- _4ithough:-4hang-ea.l.n,;t4Ring
present,: -the- pi-dingy -phySiOlogicai =correlate -it:Acreage& speaking, rate -seems:
ito,he a generalized' in:#0aaa in :aiticulatOrzy"-effOtti.,

-2*

Whereas-the :speaking-_ rate-0064S were- consistent, for -both `subjects; other`
,effe4ta,, both contexttial-and,-SupraSegniental-,. ::For: --example,
examiriatibtf!.0 the otik data fof subject DL, shows that ,_ for`_ -the
most part,. muscle activity, `levels.-were 'higher for`,/-0-"b tar ptadhced: before -a
stressed: -Vowel -than- for-- /0--b #/-:prodUiCed -after stressed,V-Oviet. '(the--athet
muscles do, -not-Show- any consistent : stress effects-.) For -subject_ . TG,, -on- the -other

.-hanct, stress contrasts; for /p_14.- in CoM.binatitin- with the -VOW-el-kit OW,
exactly .opposite effects: -consistently higher .ENO. ac014er:(0cis-O0I, QLI) let
the '00ststresSed.:oSitiOn;- .showed--small, 'Otliah/Yrjri6oneeijuehtial effeCts- the-
--_apilet way (prestressed):- For both. subjects,- these_-effedta: OCCUrred,,datbas-
changes in speaking rate. Likewise, aubjeet TG- ShOWed7highet-_000-4 _QLI

:activity levels.fOt /p/ .as .opposed to '/b /,,_-while consistent- differences- w_ ere,
evident for -Subject This latter variability has been .shown-_ number of
earlier studies (Harris, .Lykaught, and- :Schvey,, 1965; FroMkin,2 1966;, Tatham and
Morton; 1968),

One Other_ interesArig-i4nding -is- vortir mentioning: AlthOuh the-internal
.pterygoid location for subject DL -Was-,not haabie- for the entire-TM run-, it was
-Stable for the .mOtion-pietUre segment.- The fact of the single -token -ric*Witti=7
standing, _-the..effedt of ,speaking rate-on_ the kctivitY of this.-muscle WaS-drania7
tic. Activity lekteis for all -utterances increased from what might be -conSidered-
redting levels for normal SPeaking rate -:to very high peaks for- fast speaking
rate. This is especially -interesting, in. light =of the fact that subject T_ O did
-riOt seem -to -.use this *sae- at :all for--speech.

To summarize at this point then, the major effect- of an increase in speak-,
ing rate on labial consonant production is,a generalized increase in the activ-
ity levels of the muscles; thid in turn indicates an overall increase in artic-
ulatory effott for-these consonants during' faster speech,

ip_MovementS

Figure 2 shoWs typical lip movement curves for /p of subject DL. For
/p IV-, these graphs show that the rates of lip opening and closing are faster
for the faster _speaking -rate condition, while lip closure duration remains

4The only exceptions were /ab/ - LAO for subject DL and /bi, b / - MEN for sub-
ject TG.



.120niM :pi

0 0 o

o.

0
o =gaiiiig-:6-6

X'-Se,

20.10'
oo--e -:t-

io 0808t800

V2Omm-
an,

a.O_
a.

20M

0
, .

0 -
II

. 88ar9908° 0 .. . °0

wI
0p' o00

. -644.
. a8! 8-P

0 4316 o

Pa
000":,

`so oo ** 4:
ow_

so

AI 0,-cfp, o -0

- -.00
o.

0
0 0

00
0

. 0
_

0

wQ 0

0
0

0 0
0o o

0
Po

48,06S

.
11

o 08

-200 0 200 -200 200

Durcifion (inset)

Figure 2: Vertical lip opening curves for Subject DL. "0" on the abcissa
represents the point of lip -- closing ,.closing for /p b/ and -the point of min
imum opening for /w /. The =Aerate rate is represented by filled
circleS and the fast rate by unfilledcircles: Data points are
plotted-at 25 msec intervals- except froth ± 25 msec of lip closure,

' where they are plotted at 10 msec intervals:

201



;esSentially the= same across b6th rates. This was generally the case for ill
,utterances, although. in 'two instances (both- involving /04i rates_ of movement
-ware- SimiIat fOr bOth conditions.. HOweVsi, -in-no case--Wet-67-the- rates of lip
,movement ever sioWet for the faster speaking tate, cOhditiOn. The data for
'subject tO, were eSSentiaily the SaMe, with only one instance (huh -Showing
-similar.

TheSe differences in lip MO-VdtentS- are consistent with the EMG data and
-Show that in order' for ti* gesture _to, be -66tpleted =during faster speech, it

Mt* be done faStdr, and with greater articulatory- effort. This increase _in
-effOrt for the -consonant gesture carries over to_the- adjaCent,VoweI
shoot in lip _opening. This _greater amount of lip opening during fastet speech
occurs Tritharily for the streSsed,VoWil, -regardless. of ,whether i_ t preCedeS-Or
f011ows- the consonant. Although overshoot- was present kot- some of the unstressed
vowels, it was not a- paitirdlitiY ,Strong. or consistent feature.

.

,Pigure 2 also--ShowS typiraI:li0..-toVement curves fOt I-, Here the targita
for lip opening_ and -ai.6-6000.41 the .same= across- change§ in speaking

:rate. This' IndicateSagain that an increase in : speaking rate causes the
,aftirdlatbts- to Move-faStet and,.more' :forcefully toward .theSe targetS.. Although
this 'the-stops- is;-not ,unexpected,: the .data. -for- *ate JSomewhat

surprising. -Whereas, -stop- consonant production inVolVeS-Anordl,Usai target, one
that must be reaOhed in. -Order to produce theSoundi. iw/ only a spatial
target, and, theoretically-Can be -Undershot. One ,POSSible =eXplanation'fOr the
lack -of _P41 nndershbOt,_ though, is that /V/ might be -Characteriied-by an-acOuS-
tirasteady Statei-and thuS, would _requite .an inVatiant tatget position.

As -might be Predicted, ffaluithe EMG. data, the lip movement curves, did not

show any -ronsiStFnt fstres6 or contextual effects. Any effects =that might have
been evident for the averaged EMG ata,-dicl not show any- corresponding differ=
- elites in lip, opening or ritiging: TheSe subtle effect-S, if indeed they are even
reflected by changed in- the _pattern of lip-mOveMentsi are ptobably Masked =by
the variability inherent in -single tOketi analyses.

Based uprin both the:EMG andMotiOn picture -data, it would- appear that
Lindblom's (1963) undershoot model cannot .be -applied- tn the production -of labial
consonants. Although changes: timing Are predent, the ptiMary physiological
correlate of increased speaking rate -is an increase- in effOrt and consequently,
-a faster articulatory movement. As -was mentioned -before, this is not necessar-
ily an Unexpected' result for the stops, since these phones requite an occlusal
iathet than a spatial target, and thus, cannot -in a strict sense be undersh6t
(except, of course, in terms of decreased;- closure dutation, which also does
not occur). The data for /w /, however, are unexpected since /w/ does involve
a spatial target.

Jaw Movement

Although the EMG levels for the muscles that control jaw opening and
closing (anterior belly of the digastric and internal pterygoid) showed some
increase for the faSter speaking -rate condition, the jaw movement data .did not
show any clear speaking rate effectS. There were no consistent differences in
either rate or degree of jaw opening or closing, i.e., there were ro ronsistent
.undershoot effects for the consonant, or overshoot effects Tor the vowel, as_ a

_

function of speaking rate. Although these inconsistencies might be due to the
variability inherent in single token measurements, or for that matter, to the
coordinate system itself (movement inferred from superficial Measurements), the
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.M54t= likely -0)gilanatiOn is :chat _the law,_ -tuilike :the lips; does not -need to
reach -a -Specific -target -during -the -production of a labial consonant, and thus,
e-arChe more susceptible' tO,,itieChanicai or inertial factors.

-,Althotigh -the- Jaw, inovemerit curves. -did` not shot,/ consistent speaking_rate-
effectS, they did Show interesting contextual effects.' Figure 3 shows lip-
mOVeMent data replOtted .against_ jaw movement' curves for words containing /p/,
and /wt. This figure shOWs,- that for /p/ jaw movement is more or less, -locked
to lip movement, When- one is closing _so- 1.S.,,the other (this was also the
case forl/b -Mt). Lip and-,jaW--cOOrdination -fOr .1w/.; however, :behaved

-T- differently=-jaw movement was much more Independent of lip -inoyement, antici-
pating. the foliowifigi vowel` by opening --for it during lip-closure for /w/. This
phenomenon -wag* 'evident for both subjects, and in each case, the starting point
for .jaw- Opening predede& the point of maximum lip Constriction by approkitately
200 Maed:

DISCUSSION

The Major _findirig of- this experiment is' that -for labial consonant produc-
tion', an increase Speaking, rate is ,accompanied by both an ificreaSe in the
activity leVel of the muscles arid,,,an increase in the 'speed of movement of the
articulators. Both -of these effedtS,,are ,consequences of an increase- in
aradulatory effort., Although these reatilta easily fit .140 a target -based
-VieW;Of sPeeeh production, -they- do not fit at all intd-a SimplephysiolOgidal
v..adel: of _the-Supra-Segmental structure of = speech.

-(3963) original 'undershoot .hypothesis was proposed to account
for- changes in bOth :stress and speaking- rate; that is, his-model predicts- that
undershoot Would occur -f tit ,hOth-destressed, and faster speech.- Indeed, this
SeeMS.'tO- he the --case- for = IV6W-616:. Both:-Lindblom (1963) and.-Kerit and --Netsell
(1971) found.that the --effect of increase_d- stress is to cause- the -articulators,
SPOdifidally the tongue, tO move closer to- its- intended -target. -Lindblom (1964)
also showed the same effect.for -slOWer speaking rates, as did- Kent and Moll
(1972).4 -whose data -Suggest the same -trend for 'lingual consonants as well as for
vowels.

.

The data of Our experitent, howeVer, show that the production of labial ,

consonants is not controlled in the- sante way as vowels and, perhaps, lingual
coriSonanta., For labial consonants, an increase in _speaking- rate is not accom-
panied by underShoot, or any corollary change in lip Closure duration; rather,
the - articulatory movement is reorganized at the Motor command level in much the
same way it is for increased stress, in' the form of greater articulatory
effort. Not only doeS this. stiggest the existence of more =than one mechanism
employed in the control, of -speaking rate hut, moreover, that stress and speak-,
ing rate variations are not simply dOvarying components of the same oierall
structure. Instead they appear to be- two features which are controlled by two
separate medhariisma.

.

The data of this experiment show instances of both- subject-to-subject and-
indiVidual token variability. The most interesting subject differences had to
do with the EMG measures of the stress and. voicing contrasts. These diffefences
were more than likely real since the muscle activity patterns were consistent
for utterance versus subject contrasts. The extent of this type of variabil-
ity; though, is perhaps best illuStrated by the datajfor the internal pterygoid
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muscle. For subject DL, this-muscle showeds rather _large speaking rate effects,

47hile- for subject TG, the internal pterygoid:was -not even used -for -speech.

These- variations would seem- to indicate, among other things., that physiological
.data -of- this type shciuld-be =handled on an individhal,_ n6466160 basis.

The Other.type of Variability apparent In our data was that for jaw open-
ing and closing ks-Vas-mentioned *earlier, these inconsistencies are probably
due, to the compounding effects of single token analysis and the fact that -the-

jaw la -Under less. -severe constraints- than the lips--during labial 'consonant

produetidn.

The data of :this experiment preclude the hypothesis that the suprasegmental
feature of spcaking- rate is controlled sorely by:Changes in the timing -function

of the motor =commands. It is apparent that an additional, -active mechanism is

employed in the Prod Uction of, at least, the labial Consonants. However, the

extent to which thia,meehahism -operates and the question of whether it ,operates

by feature or by sphoneme, cannot be answered without additional data on the way
in which the movements of the peripheral'inedhanism are ,cbordiriated with those

,of, the ',tongue and- jaw.

.10
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-Step Consonant Voicing and Pharyngeal Cavitx,Size*

++
Fredericka Bell -Bertif-and-Hajime Hiror-1
',Haskins Laboratories, New Haven

Aerodynamic forces-require an increase in vocal tract volume during
stop consonant occluSion if_glottal- ulsing-is to proceed during -the period
of consonant closure. Previous research-has-shown that-Such:volume in-
-creases-do occur for voiced plosives inmedial position in American English.
TWO imedes-haVe been postulated for producing this increase. We shall call
the litst,of these-passive pharyngeal enlargement, in which decreased-muscle
= activity- in certain muScles,implies an-increase in pharyngeal cavity size for
voiced stop consonaht-prodUttion. We-thall call the seconsi;Mode -adtive pharyn-
geal enlargement, in which increased muscle activity, in muscles which are not
involved in-passive enlargement, impliesAncreased-PharYngeal cavity size for
voiced stop producilon.

Figure-1- is-a schematic representation-of-the two-Mechanisms for pharyn-
,geal cavity enlargement. The ,figure to-the leftirepresents a_cross-section
of the pharynX,.while_that to-the right represents,a-mid-Sagittal-section of
the pharynx. The arrows -marked_IV_indicate possible dimensions for passive-
enlargement, while the arrows- marked-"A" indicate possible dimensions for
-active.enlargement. The solid arrow represents an--enlargement dimension whose-
michanism-has been - specified (Bell-Berti andAirote, 1972)°. The-dotted- arrows-

tepresent dimensions-of pharyngeal, expansion whose mechanisms -have been-sug-
sested Oerkel,1,,1969; Kent and Moll, 1969), but'which have not been finally
specified.

Lateral and posterior movement of the pharyngeal walls might be accom-
plished passively, with lower activity in the superior and middle pharyngeal
constrictors and the anterior and posterior faucal pillar muscles for voiced
stop than for voiceless stop consonant production. Depression of the larynx
and antero-inferior movement ef the base of the tongue might be achieved
actively, by increased activity of the infrahyoid musculature, particularly
the sternohyoid muscle, for voiced, as opposed to voiceless, stop consonant

*Paper presented at the 84th meeting of the Acoustiaal Society of America,
MiaMi Beach, Fla., November 1972.

+Also the Graduate School of the City University of New York and Montclair
State College, Upper Montclair, N. J.

Also Faculty of Medicine, University of Tokyo.
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production. The remaining dimension is-that of increased-velar elevation
for voiced-stops, which we have_previouSly shown to be-accomplished by
increased activity of'the leVator_palatihi muscle (Bell-Berti and Hirose,
1972).

We obtained _simultaneous-electromyographic recordings-from these six
muscles for-three -Healters.of American .English. Aursttimuli werenonsense
disyllables which contrasted the three -stop cognate_pairs of English in-dif
ferent-vowel environments. The-nasal consonants /m) and /d /, which-either
preceded or followed the stops, were inclpded for- another -part of the study.
Twenty - seven. utterance paire!were:producedi-(all beginning with /f/-and end-
ing with /p/, for example: /fapmzip-fabmap/, Ifimkipfimgip/ and /fuotup-
-futylup/.- The -EMG signals- were-rectified, integrited'i and computer-averaged,
using-the system described by fort (1971). the line -up pant for averaging

. was taken as the boundary between the stop and nasal consonant*, determined
from in oteillographiC record of the.audio signal. SpeCtrenraphic inspection
of the acoustic signal for each-subject indiCated that voicing proceeded

-through the period of stop closure for-the Voiced-stops in our samples.

RESULTS

Peaks-of EMG activity were found :for-all of the stop consonants-for the

levator paliiini muscle. 14 intpected-the EMG activity_of-each 41uscle at the
Time of -peak leVater.palatini.activity and coMpared-the level-of' activity-Assn-
ciated- with- stop- articulation for each of our 27 = stimulus pairs.- We assigned-'- -----Y
the-Muscles to-our passive -or active- pharyngeal expansion modes and-then tested
to see if ourhypotheset- were Accepted._ When the difference in EKG potential
supported the hypothesis for-that muscle, a 'value-of "1" was assigned to the
muscle -for that contrasting -pair. Wen the_differenCe failed to- support the
hypothesis a value-of "0" was assigned -and -=when there was no difference,
value of "1/2" was assigned.

The second figure shows the results of our analysis for each subject.
The bars to the left represent support of the active enlargement hypothesis,
while those to the right represent support of the passive enlargement hypo-
thesis. For the first subject, the active hypothesis is supported only by
the sternohyoid (77%: p<.00003). The active hypothesis is significantly re-
versed for this subject for the levator palatini (28%: p<.00714), which sup-
ports our hypothesis only 28% of thetime. The passive hypothesis is supported-'
for this same subject for both the constrictor (91%: p<.00003) and faucal pillar
(71%: pc00135) muscles. The active enlargement hypothesis is supported for
the third subject for both the levator palatini (100%: p<.00003)* and steraohyoid
(80%; pr.00402), while this same subject demonstrates no significant distinction
for the stop cognates for the muscles involved in passi-ve pharyngeal enlarger
meat. For the remaining subject, support for both hypotheses is found,.the
levater palatini (74%: pc.00135) Supporting the active hyppthesis and the con-
strictor (75%: p<.00135) and faucal pillar (71%: p<.00135) muscles supporting
the passive hypothesis. The sternohyoid data for this subject are equivocal..
We have-also found that at least two muscle* supported their hypothesis for
each contrasting utterance pair for each'subject.

We an see, therefore, that each subject employed a different articula-
tory strategy for arriving at an increased pharyngeal volume for the production
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of voiced' stopt in our sample. -Our data support the suggestion .of other
workers that -pharyngeal enlargement must in part be due to positive muscle
activity: the active mode hypothes.is is supported by at least one musdle
for edah'of our subjects. The passive mode-hypothesis, is also supported,
for two- subjects, by both "passive" muscle groups. The-balance of active
and passive enlargenient gestures, then, varies from subject to subject,
although. the acoustic results are equivalent in that:glottal pulsing was
maintained during the stop-occlusion.- We conclude, -then, that variations
in articulatory maneuvers may- -still result in phonetic constancy: that is,,
we may- not specify one universal site of pharyngeal enlargement.
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Electromyographic Study of Speech Musculature During Lingual Nerve Block*

Gloria J. Borden, + Katherine S. Harris, -H- and lorne Catena+4-1-

The larger prOblem to which -thiS _paper is :-addressed is the -question of
the -nature and; se of feedbaCk inedhaniginS in sPeeCh:. Is skilled articulation
of ispeeCh controlled= by the central nervous system with little_ need of sensory
feedbadk, from-the periphery, .Or IS Skilled. speech,.continuously _monitored by__ . 9 , ,

afferent information froth the-...articuiators? Experiments whidh we haife been-. ,_ ,.conducting on the Speech -of' subjects- with and without nerve blocks _give weight
to.theltheory that "speech_ is bentrallY,cOntrolled,..orice it is well. learned. ,.

knOW .that -when _a_ .1601 anesthetic to the, inferior hrandh- of
the -trigeininal.nerVe:thete is a ,p:eiceptually self-Oct, Upon the speech of
some. speakers.- The.aSSuinptiOn:haSIbeen-that blocking_. sensation from the tongue

:with-feedback ,needed- -for control:. Las_ t _year,_ 'preSented- aTp_aPer
detonStrating that the--,fiertie block traditionally :used in these =experiments not
only :affeCts eocity, fiberS,, hut also =blocks .motor _nerve- fibers =to the _iiiy]ohyoid
and ta -the anterior. ,:iuStles_1(Barderii1972)--. -Since- then, in an -effort
to Clarify- the resbitS-,_-We have -atteitipteato- Produce :a ipbrely sensory black; in .

order-;.t° effect 'apon speech and upon:the,eledtrontyographic
signals:produce-de-by -thee-nikneetoir of selected itiuscleS- during speeCh. _ That is,
we =attempted. -to blotk the -lingital which iS-seitSsary frOlit- the -totigne, with-
out the motor fibetS of _the MyibiltYaid nerve.

:EleVeit SenteriCes repeated eighteen times. =each Were redorded for, tWo sub-
jects along with EMG regOrditigS upper lip, the tongue;_ and certain
Supraltyoid muscles. These recordings: were made bot=under normal conditions
and aktet attempts to inject KyloCaine iii+b the lingual nerve alone. We used
complex_ sentences becatise WO had previously found. them to be vulnerable to the
nerVe.hiock.

O

*Paper presented at the American Speech and Hearing Association Convention,
San Francisco, =Cal., November 1972..

Haskins Laboratories,
New York.

Haskins Laboratories,
of New YOrk.

New Haven, and City College of the City University of

New Haven, and Graduate Division of the City University

-H4Sobthern Illinois University, Edwardsville.
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The results indicate, first, that the nerve block had_a rather dtaMatic
effect on the contraction of the intrinsic tongue muscles from which we recorded.
Figure 1 shows the activity of the superior longitudinal muscle. The darker
line is always the.activity during_ he nerve blOck condition -.' This subject
eV,idenced, a significant-drop in activity in the right superior longitudinal -(SL)
muscle while the-anetthesia was-in effect. Normally, the SL_peaks for API, as
in,this utterance "It Could be the thirsty-wasp." The electrode placed on the
left side shoWed a similar decrease in activity.

A second subject, however:, reacted quite differently-to the nerve blOtk.
Figure 2:Shows the utterance "It coulbe the school blocks" for the second sab-
ject.' The SL which-noim#I1y.peaks for s /1/ can be -seen to have been- affected by
the block on the tight side in a Way similar to t subject.he first The left
electrode, in contrast,- xecorded--much more electrical activity', during the block
CO-nation-than during the normal condition: We-do, then; see,that the block
-10 an effect upon thete tongue muscles. In the-tense that the lingual nerve
is sensory fiotathe anterior patt of the tongue_ as awholei,Ve-clatOify these
_MOtalet as- associated: e*htoty_fibers-sensory.. -blOcked branch of the
trigeuiinal nerve. The- effect of the nerveblock-waagenetai depressiOn of
alqii74yinAbone-gubjeCt,a0;im-the-446i. subject,) one side depressed, while die
other -side eVidehded'-greater-effortaliLl.er nerve -block.

WetUtirnowtd the effect-et this- block upoh,MusCles-terved not by -enscixf.y-
InVolVedit-thisjierVe-blatk-bUt by motor nerves: Figure 3 shoWt the

recording from the mylohyoid muscle for -the utterance- "It could be the cat's,
Whitkett." Thid muscle which normally contracts for the stop consonant /k/
Seen-it-to be tOtall5iblodkedrUn the right side and pattially blOcked on the left
Side. Thus-, it deemathat-despite,out,effotts to -avoid infiltration of the
anesthesia down. -to the mylohybid nerVe,-We were getting_a significant effect if
not a complete_paralysis-of :the-thylohyoid muscle, indicating_ah effectIVe nerve
-bloCk of that branch.- The other-subject showed the same motor effect._ The
inactivity of the mylohyoid' muscle was consistent at both left and right place:,
me-zits and held for -each tokeniof.eAch utterance type.'

The other muscle served by-motor fibets ftOM the anesthetized nerve is the
anterior_digasttic, its Motor fibers being_the loWest branch of the trigeMinal
nerve. Again, both-sabjectt Show a depfetsed anterior digattric dUting the
nerve block condition.

So far, we have seen decided changet during nerve block, some Of which
Could be explained on the batis of sensory interference with motor control and-
:tome of whic could be explained on the basis Of a loss of motor nerve function.
Let us look now at the-musclet Which we have called "other," betause they are
muscles which are not served by fibers of the mandibular branch of the
trigeminal-nerve. There is, therefOre, no direct basis for change; that is, the
nerve fibers innervating these muscles should not have been directly affected
by -the anesthesia. Figure 4 shows the activity of the superior orbicularis
oris with the electrode placed just left of the midline on the upper lip. It
normally peaks for labial closure, as fot /b /'s and /p/'s in "It could be the
spring grapes." For the first subject it is somewhat depressed in amplitude
during nerve block, but for the second subject, it is much more active than
normal.
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Another muscle which is not known to have either motor or sensory innerva-
tion from the blocked nerve is the genioglossus. It showed-the-saie changes
in amplitude under the blocked condition as did the orbiculariS oris. These
effects upon what we have called the other muscles cannot be explained by any
ditect peripheral effect, since they are apparently not served by either motor
or sensory nerves affected by this nerve block.

The examples just shown are typical of the effects for each muscle for all
eleven utterance types. When the absolutepeak values in microvolts during
nerve block are compared to the normal peak values-, and the percent of normal
is averaged for each_muscle, we can see the pooled difference from the normal
condition-which the nerve block produces in one subject, Shown in Figure 5. The

nerve block produces a consistently depressed state of activity in thiS subject.
The_general depression in muscles extends even to those muscles which should be
completely-unaffected by the block and therefore hot explained on the basis of
gamma efferent system interference or simple motor or sensory information loss.

. The other subject, Figure-6, although apparently suffering.motoric denerva-
tionandsote direct sensory effect, seems to be performing compensatory Activ
ity in an attempttocounteract_the direct physical effects ofthe block. To

the extent that we could generalize these results,. there- would=seeSkto be indi-
vidual to oral anesthesia; general deptession in some speakets and-
indreased effort in-other -speakers, wesumably part of -a compensatory struggle..

To summarize the effectt of the nerve block in this experiment, the first
class of muscles, those innervated by motor fibers from the blocked nerve were
consistently depressed or inactive. The next two classes of muscles, thoSe
presumably served:by sensory kibers'from the blocked nerve, and those which
should be independent of-the blocked nerve were sometimes less salve, sometimes
more active, depending-upon the side of electrode placement and upon the idio-
syncratic reaction of the subject.

If we may hypothesize a bit on the basis-of the 11 subjects we have studied
so far (7 with nerve block without EMG recordings, and 4 With nerve block on

whom we have EMG recordings), it is apparent.that we are getting effects which
cannot be'- explained peripherally. We hypothesize two theories to account for
the muscle behavidt-Fhich we-have noticed. One idea is that these effects are
due-to compensation reorganization, that is, some people, with the realization
that there is a loss of sensation and that their speech is slurred, will attempt
to reduce the speech distortion by increasing activity in some speec uscles.

The other possibility is that we are seeing, in addition to any periphe
effects such as the inactive mylohyoid muscles and the depressed intrinsic

A
tongue muscles, an additional effect whichjis not peripheral-but a generalized .

depression of central activity. Drowsinesssfter Xylocaine is a well known
side effect. Pharmadeutical studies indicate that local anesthesia may appear
in considerable quantities in the blood stream (de-Jong, 1968), and a speech
effect is one clinical sign of a rising level of anesthesia in the blood.
Furthermore, it has been shown that local anestheticsreSdily cross-the blood-
brain barrier (Usubiaga, Moya, Wikinski, and Usubiaga, '967). It is possible

that a 'slight loss of central control may relate More ditectly to the slurring
of speech than either the motor or sensory effects which we are witnessing at

the periphery. Of course, this idea is entirely speculative, but it is a
possibility which we intend to pursue. The speech effect, when it does exist
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(and it Often does not exist (Borden, 1971)], sounds perceptually very like
'drunk' speech. We accept 'drunk' ,speech to be a consequence of the alcohol
;hiving crossed the blood -brain barrier'to affect the central control of speech.

One final point which gives weight to the 'drunk speech' hypothesis is
that the speech sounds most noticeably affected by the mandibular nerve block
are sounds which apparently rely more upon proprioceptive than on tactile
information. A person learning the /s/ and /r/ gestures probably relies upon
some sense of tongue movement and position to correlate with the acoustic
information. It had long_been.assumed that the lingual nerve carried propzio-
ceptive as well as tactile. information from the anterior 2/3 of the tongut.,
because the hypoglossal nerve has -no sensory root. Studies byBowman and
Combs-(1968) would indicate that nerve. fibers from muscle spindles in the
tongUe do course. along the hypoglossal nerve for part ofthe way-and then cress
to join some cervical-nerves inthesui-monkeys. If this is the case in- hurrahs,
then the lingual nerve would participate-in relaying-only tactile sensation

and we would-expect anesthesia of this nerve to affect such sounds as /t/, /d /,
and /n/. The fact-that these-consonants-remain relatively=undistorted forces
us to look_eisewhere -for an_explanatlon of the- speech effect. Looking=higher
up -in -the nervous-System seems-reasonable.p

In conclusion, the-still_ unanswered question -of- whether- skilled speech _is

centrally controlled- ithout need of "-feedback from the periphery.orrwhether it
is monitored as we speak-by-afferent information from the-articulators remains
an interesting problem and one worthy of further investigation.
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Velar Activity in Voicing Distinctions: A Simultaneous Fiberoptic and
Electromyographie Study*

Fredericka Bell-Berti+ and Hajime Hirose
++

Haskins Laboratories, New Haven

PURPOSE

The present study. was undertaken in order to deterMine the relation-
ship between increases in electromyographic potential and articulator mover
ments, the artioulator_in this case being the soft-palate. Our immediate
aim was to provide-Simultaneous measures of velar height and. EMG potential
which would strengthen-our belief-that-different levels -of EMG_activity in
minimal - contrasts may be used as.an indicator of_aifferences in articulator
position. A year-ago- (Berti and Hirose, 1971)-we reported differences in
the magnitude of EMG signals recorded from the-muscles of the velopharyngeal
region for the production .of voiced-an&Voicelesaatop consonants. -We in-
terpreted these differences as indicating differences -in the magnitude of
articulator displacement-. Greater-EMG-activity-in-the levator_palatini for
voiced stops was taken to mean an increased velar height, -hence, increased'
pharyngeal volumes for voiced stops than for-their voiceless cognates. We
assumed that the levator palatini is the mustle essentially responsible for

. palatal elevation, and that we were then dealing with a simple one muscle-
one parameter system (although we knot.' that contraction of_the levator pali-
tini results in movement's of the soft palate-in more than just the vertical
dimensions--that is, it also moves the palate posteriorly).

METHODS

A subset of our original stimulus inventory was used. We compared
voiced and. voiceless labial stop consonants in nasal-oral (fimbip) and
oral-nasal (fibmip) contrasts within the vowel environments /i/ and /a/.
Hooked -wire electrodes were inserted perorally into the dimple of the soft
palate. The EMG potentials were recorded into magnetic tape. To assist

*Paper presented at the American Speech and Hearing
San Francisco, Cal., November 1972.

4.
Also the Graduate School of the City niversity of
State College, Upper Montclair, N. J.

Also Faculty of Medicine, UniVersit of Tokyo.

Association Convention,

New York and Montclair
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with identification of palatal movement, a grid made of a thin plastic
film was placed along the floor of the nasal cavity. A fiberoptic en-
doscope was inserted to the subject's right nostril and positioned to
provide a view of the velum as it was raisad and lowered. A random list
of our eight utterance types was repeated ten times. Motion pictures
were taken through the liberscoOe, at 60 ftaaes/3ec, of all repetitions
of the utterance list. A synchronization mark was recorded on the EI1G
data tape. The line-up point chosen for averaging tokens was the end of
/m/ when it preceded the medial stop-(for example, at the end of the /m/
in /fimbipt), or the_biginning of /m/ when it followed the_stop -(for exam-
ple, the onset of /i/ in Ifibmip/), This point is identified as "zero"
on the abscissa: The FMG potentials were rectified, integrated, and com-
puter-averaged for eight-to ten:tokens of each lAterance type. jrame-by.--
frame measurements of velar height were also :side for r!ach of eight to ten
tokens of each utterance-type. -Only vertical movement-of-the. soft palate
was determined. The velar height measurements were averaged fnr each token
.of each utterance type.'

RESULTS

-Figure 1

Comparisons -of- EMG activity and velar heightrevealttiling differences
between the- two-measures, as- we-Would_expett. Increases ift,EMG-activity

-always precede velar elevation. The upper-figure shows-that peak -EMG acti-

vity for an-utterance _in which /m /precedes-/b/- ( /fimbip /) occurs_10-msec
prior to the end of /m/4 while-piak velar height occurs_ approximately-106-
msec after -the end-of /m/, a temporal separation of approXimately 110 med.
The lower figure which compares EMG aetiyity and velar height for an utter-
ance in which /b/ follows-an oral vowel (ifibmip/) demonstrates a temporal
separation of the peaks of about-60 msec,-with-the EMG peak again preCeding
peakvelar height. The time lag 'betOeen_the EMG peak and peak velar-height
is generally gteater for a stop following a nasal ( /a), in-this case about
110-mscc, than for the stop following an oral vowel (W); in this case about
60 msec.

Figure 2

In addition to differences in the time-lag between peak 24G activity
and-peak velar height for stop consonants in these environments there are
-also differences in the magnitude of velar movements and their correspond-
ing EMG potentials. Inspection of the EMG potentials for these utterances
(the lower figure) reveals a greater incrlwlse in activity, as well as a
greater peak magnitude, Of the EMG potential for the /b/ which follows the
/m/ (in /fimbip/) than for the /b/ which follows the /i/ (in'Ifibmip/). The
solid line in the upper figure, representing velar height for the utterance
in which /b/ follows /i/ (/fibmip/) remains'above the dashed line until after
the "zero" line-up point. The peak velar height associated with the /b/ arti-
culation (at 4 frames before zero) for this utterance, in which /b/ followi
/i/ (Ifibmip/), is greater than the corresponding peak (at 6 frames after zero)
for the utterance in which /b/ follows tm/ ( /fimbip/). Although the increase
in velar height is greater when /b/ follows /m/ (/fimbip/),,absolute velar
height may not reflect this difference.
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1 2 3 4

EMG HEIGHT BASELINE TIME

INCREASE INCREASE HEIGHT LAG

ORAL-NASAL 177, )yv 4, 13,5 95 MSEC

NASAL-ORAL 348, pv 13,5 .1,5 130 MSEC

Fig. 3

Figure _3

When increases in velar height and the EMG potentialS for stop con-
sonants in all oral?nasal contrasts (where the stop follows .a vowel) are
pooled and compared- with all nasal-oral contrest§, thfee trends are revealed.
Looking at Column 1, we see that there is a greater average increase in EMG
activity for atop consonant articulation in nasal-oral utterances (348.p0'
than in-oral-nasal utterances (177.1AV). The second trend is revealed in

Column 2: there is a greater increase in velar height for stop consonants
in nasal-oral utterances (13.5 units) than for stops in oral-nasal utter-
ances, that is, where the stop follows a vowel (4. units), even though
absolute velar height may be greater for a stOp in an oral-nasal contrast
as shown,in Figure 2. This is,possible because the starting point against
which the increase in velar height was measured, which is given in Column 3,
is considerably higher for oral - nasal, than for nasal-oral utterances. The

third distinction between stops in the two environments is that the average
timelag between peak EMG activity for a stop consonant and peak velar
height for that stop is greaterwhen=the stop follows a nasal (approximately
130 made) than when-the.stop follows a vowel (approximately 95 msec). This

might be explained as a function of the increased work-load when the palate
must be elevated from a lower position.-

A Pearson product moment correlation coefficient was computed between
our two parameters: that is, for the increases in velar height and the in-
creases in EMG potential. The Pearson r is .84, which is significant at
the 0.005 level. This implies that giveriYequal starting points, the greater
the EMG activity the greater the velar height.

CONCLUSION

In conclusion, although there is no obvious constant relationship
between absolute velar height and the absolute' magnitude of the EMG signal
for that articulation, there is a strong correlation between the magnitude
of the increase in EMG potential and the magnitude of the change in'velar
height. That is, the larger the increase in EMG potential, the greater will
be the corresponding increase in velar height. This conclusion is supported
by the data displayed in Figure 4 for the minimal utterance pair /fipmip-
fibmip/. The EMG potentials for the stop consonant articulation are in the
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lower figure. The EMG peak is greater for /b/ '(the dashed line) than /p/
(the solid line) in utterances in which both follow'the same vowel. The
upper figure reflects this differefice in the level of EMG activity: the

curve of velar height is higher for the /b/ than for the /p/ in the region
of the voiced-voiceless comparison, while the velar height curves are similar
for those regions in which.the EMG curves are similar.

We feel, therefore, that for minimal utterance pairs increases in EMG
potential should be interpreted as reflecting increases in velar height.
Our earlier results, in which subjects varied in the differences they dem-
onstrated in EMG potentials for voiced and voiceless stop consonants (in
similar phonetic environments) may be interpreted as reflecting differences
in velar height, and, therefore in pharyngeal cavity size.

SUMMARY

In summary, we compared simultaneous measures of velar height and EMG
activity of the levator palatini for utterances contrasting voiced and voice-
less consonants in various environments. We found a strong correlation between
the size of the increase in the EMG signal and the size of the increase in arti-
culator diSplacemeht. We concluded, therefore, that differences in the strength
of EMG signals for contrasting phonemes in otherwise constant environments should

. be interpreted as differences in velar height.
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Electromyographic Study of the Tones of Thai*

Donna Erickson and Arthur S. Abramson
Haskins Laboratories, New Haven

T6 study'the correlation of laryngeal muscle activity with the rather com-
plex. use of fundamental frequency changes in a tone language, we have done an
electromyographic analysis of the production of the tones -of Standard Thai.
The Thai language has five tones, which are called mid, high, loW, rising, and
falling. The primary physical correlate of each tone--thoUgh not necessarily
the only one (Abramson, in press)--is a_70Vement-of fundamental frequendy
through a typicalibut relative- contour on the-syllable:regardless Of the.speak-
er's.vOicerange or indeed the dhoice of the speaker- (Abramson,, 19621 Chiang,
1967; Howie, 1970). The f0 contouraaredetermined-bY-variatiOns in the rate
of laryngeal vibration, which iaregulated'to-aConsiderable degreehy*the
laryngeal muscles (SaWashima, in press) as well as-by sUbglottal air pressure.

Our primary purpose is to examine the laryngeal mechanisms underlying the
phonemic tones of Thai to see whether the abstract contours isolated for them
byAbramson (1962) are well specified as typical. patterns of muscle activity.
In addition, some of the questions that have arisen over the use of certain
laryngeal muscles (Girding, 1970; Simada and Hirose, 1971; Ohala, 1972) can be
profitably examined by looking at a tone language in .Which seemingly heavy
demands are placed. upon the speaker to produce a lexically appropriate tonal
contour for every syllable.

For this, study we had four native speakers of Thai undergo hooked wire
electrode placement in five laryngeal muscles: cricothyroid, vocalis, sterno-
hyoid, sternothyroid, and thyrohy6id. The insertions were made by Hajime Hirose
(Hirose, 1971), and.the electromydgraphic data were processed by Computer
averaging techniques (Port, 1971). The' fundamental frequency contours were
derived from the Pitch Period Extractor, developed by G. Pant and J. Liljencrants
and made available to us by George Allen of the Dental Research Center of the
University of North Carolina. Each speaker said 45 short sentences. Included
in this list were the five tones in nine contexts: the three long'vowels /aa
ii uu/ and the three labial consonants /b p ph/. These three consonants were
chosen as representative of the three degrees of voicing in the language. It
was felt that these vocalic and consonantal environments might affect the f0
contours and bring about differences in the patterns of laryngeal muscle
activity.

*Paper presented at the 84th meeting of the AdousticalSociety of America, Miami
Beach, Fla., November 1972.

+Also University of Connecticut, Storrs.

[HASKINS LABORATORIES: Status Report on Speech Research SR-31/32 (1972)]
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-We generally find that the activity of the cricothyroid muscle increases
with -the raising of f0, and the activity of the strap muscles the sternohyoid,
the sternothyroid, and"the thyrohyold-increases with the lowering of fo. For
an illustration of this see Figure .1, which displays the muscle activity and,
concomitant fo contour of the.syllables /bita/ and /bli/ on therising tone.
In this figure and the following two, each tracing is-an average of approxi-
mately 16 utterances produced by one of the Thai subjects. /bIz/ has the lower
of the-two fo contours. The vertical line indicates the release of the stop.
Notice that for the rising tone there is an initial increase in activity of the
extrinsic musclesiatthe release of the stop, which. corresponds to an initial
drop-in.fo of the rising tone; the increase in activity of the cricothyibid
muscle 'about 200 msec after the release corresponds to a subsequent rise in fo.
The vocalis in the case of this speaker does not seem to be.particularly active
with-respect to changes in fo. Figure 2 shows the same kind of activity in
connection with f0 contours of the fallingtone.

For the effects of differing vocalic environments, see Figure 2 for a dis-
play of the utterances /bia/ and /btu/ on the falling tone. The fo contour of
/bla/ is the lever of the two fo contours. Note that there is activity of the
extrinsic muscles at the release of the stop for /bla/, but not for /buu/.
This increased activity of -the extrinsic muscles for the vowel /aa/ must be
the effect of jaw opening for this vowel. The effect can also be-observed in
Figure 1.

The effects of the voicing distinctions in the initial consonants are less
clear. Some contrast in extrinsic muscle activity between the pre-voiced /b/
consonant and the /p/ and /ph/ consonants_can be seen in Figure 3, a display of
the mid tone as produced in the utterances /buu puu phuu/. For the two voice-
less consonants /p ph/ there is a small peak of activity just before the release
of the stop, but none for the voiced stop /b/. The longest of the fo contours
is for /ph/, the shortest is for /b/. We have not yet analyzed the data for the
expected differences in fo linked to the voicing states of the initial conso-
nants, and, beyond that, possible correlations between these and details of the
muscle activity.

For the most part all four speakers use their muscles in much the same way.
One cross-speaker difference seems to be the extent to which the vocalis muscle
is active during f0 rises. This may be a secondary effect of anatomical differ-
ences among the speakers.

Although portions of the f0 contours must be controlled by variations in
subglottal air pressure, we have'found a characteristic pattern of laryngeal
muscle activity for each of the distinctive tones of Thai. We-have yet to
explore more thoroughly the effects of contextual factors.
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PUBLICATIONS AND REPORTS

Publications and Manuscripts

Auditory and Phonetic Processes in Speech Perception: Evidence from a Dichotic
Study. M. Studdert -Kennedy, D. Shankweiler, and D. Pisoni. Cognitive
Psychology (1972) 3,'455 -466.

The Activity of the Intrinsic Laryngeal Muscles in Voicing Control: An
Electromyographic Study. H. Hirose and T. Gay. Phonetics (1972) 25, 3,
140-164.

On Stops and Gemination in Tamil. Leigh Lisker. International Journal of
Dravidian Linguistics (1972) 1, 144-150.

*Machines and Speech. Franklin S. Cooper. In Research Trends in Computational
Linguistics, report of a conference, 14 -16 March 1972.

LanguageCodes and Memory Codes. A. L. Liberman, I. G. Mattingly, and M. T.
Turvey. In Coding Processes in Human Memory, ed. by A. W. Melton and
E. Martin. (Washington: V. H. Winston, 1972) 307-334.

The following four papers appeared in La&suaBe by Ear and by Exs: The Relation-
ships Between Speech and Reading, ed. by J. F. Kavanagh and Ignatius G.
Mattingly. (Cambridge, Mass.: MIT Press, 1972):

How is Language Convered by Speech?
Franklin S. Cooper, 25-45.

Reading, the Linguistic Process, and Linguistic Awareness.
Ignatius G. Mattingly, 133-147.

Misreading: A:Search for Causes.
Donald Shankweiler and Isabelle Y. Liberman, 293-318.

Background of the Conference.
J. J. Jenkins and Alvin M. Liberman, 1-2.

Laryngeal Control in Vocal Attack: An Electromyographic Study. H. Hirose and
T. Gay. Folia Phoniatrica, in press. (Also in SR-29/30, 1972.)

Voicing-Timing Perception in Spanish Word-Initial Stops. A. S. Abramson and
Leigh Lisker. Journal of Phonetica (1973) 1, 1, in press.

*Constructive Theory, Perceptual Systems, and. Tacit Knowledge. M. T. Turvey. In

Co:g,IandSl__m291.icAzctivit, ed. by D. Palermo and W. Weimer.
(Washington, D. C.: V. H. Winston, in press). Proceedings of the Confer-
ence on Cognition and the Symbolic Processes, Pennsylvania State Univer-
sity, October 1972.

*Appears in this report, SR-31/32.
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*Effect of Speaking Rate on Labial Consonant Production: A Combined Electromyo-
graphic -High Speed Motion Picture Study. Thomas Gay axed Hajime Hirose.
Phonetica, in press.

Auditory and Linguistic Processes in the Perception of Intonation Contours.
M. Studdert-Kennedy and K. Madding. Language and Speech, in press.

*The Specialization of the Languagellemisphere. A. M. Liberman. Invited paper
to appear in the proceedings of the Intensive Study Program of the Neuro-
scienomsResearch Program, Boulder, Colo., July 1972. (Cambridge: MIT
Press, in press).

Word-Final Stops in. Thai. In Thai Phonetics and Phonology, ed. by R. B. Noss
and J. Harris. (Bankok, in press).

The following four papers will appear in Current Trends in Linguistics, Vol. X/f,
ed. by.Thomas A. Sebeok. (The Hague: Mbuton,.in press):

Phonetics: An Overview.
Arthur S. Abramson.

The Perception of Speech.
Michael Studdert-Kennedy.

Speech Synthesis for Phonetic and Phonological Models.
Ignatius G. Mattingly.

On Timing in Speech.
Leigh Lisker.

Field Evaluation of an Automated Reading System for the Blind. P. W. Nye,
j. D. Hankins, T. Rand, I. G. Mattingly, and F. S. Cooper. IEEE Trans-
actions on Audio and Electroacoustics, in press.

*Reading and the Awareness of Linguistic Segments. Isabelle Y. Liberman,
Donald Shankweiler, Bonnie Carter, and F. William Fischer

*A Preliminary Report on Six Fusions in Auditory Research. James E. Cutting.

*A Right-Eir Advantage in the Retention of Words Presented Monaurally.- M. T.
Turvey, David Pisoni, and Joanne F. Croog.

*Ear Advantage for Stops and Liquids in Initial and Final Position. James E.
Cutting.

*A Right-Ear Advantage in Choice Reaction Time to. Monaurally Presented Vowels:
A Pilot Study. Michael Studdert - Kennedy,,

*Visual Storage or Visual Masking?: An Analysis of the "Retroactive Contour
Enhancement" Effect. H. T. Turvey, Claire Farley Michaels,.and Diane
Kewley Port.

*Hemiretinae and Nonmonotonic Masking Functions with Overlapping Stimuli.
Claire Farley Michaels and M. T. Turvey.
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Reports and Oral Presentations

L-ctures on Constructivism. Ruth S. Day. State University of New York at
Buffalo, 21-22 June 1972.

Temporal Order Judgment in Speech. Ruth S. Day. Presented to thy: Symposium
on Serial Order in Behavior and Thought, sponsored by the Mathematical
Social Science Board of the Center for Advanced Study in the Behavioral
Sciences, Ann Arbor, Mich., 17-21 July 1972.

Implications of Cognitive Psychology for the Educational Process. Ruth S. Day.
Invited address, North Central Association of Colleges, University of
Denver, 9 August 1972.

*An Automated Reading Service for the Blind. J. Gaitenby, G. Sholes, T. Rand,
G. Kuhn, P. Nye, and F. Cooper. Presented at the Carnahan Conference on
Electronic Prosthetics, Lexington, Ky., 22- September 1972.

Pbonetic Prerequisitesfor First-Language Acquisitions. I. G. Mattingly.
Presented at the International Symposium on First-Language Acquisition,
Florence, Italy, September 1972.

What-Makes a Task "Verbal?" Ruth S. Day. PreSentld-in symposium on Hemispheric
Asymmetry: Stimulus Effect vs. Process Effect. American Psychological.
Association, Honolulu, Hawaii, September 1972.

The Stress Contrast Mechanism. K. S. Harris. A talk presented at the Linguis-
tics Section meeting of the New York Academy of Sciences,. 16 October 1972.

Colloquia. Ruth S. Day. Program in Psycholinguiiala, University of Michigan,
13 July 1972; Department of Psychology, Princeton University, 4 October
1972; and Department of Psychology, University of Pennsylvania, 17 October
1972.

*A Continuum of Cerebral Dominance for Speech Perception. Michael Studdert -
-Kennedy and Donald Shankweiler. Read before the Academy of Aphasia,
Rochester, N.Y., October 1972.

Laryngeal Control in Vocal Attack. H. Hirose and T. Gay. Presented at the
Annual Meeting of the American Speech and Hearing Association, San Francisco,
Cal., November, 1972.

*Velar Activity in Voicing Distinctions: A Simultaneous Fiberoptic and Electro-
myographic Study. Fredericka Bell-Berti and Hajime Hirose. Presented at
the American Speech and Hearing Association Convention, San Francisco,
Cal., November 1972. .

*Electromyographic Study of Speech Musculature During Lingual Nerve Block.
Gloria J. Borden, Katherine S. Harris, and Lorne Catena. Presented at the
American Speech and Hearing Association Convention, San Francisco, Cal.,
November 1972.
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*Stop Consonant Voicing and Pharyngeal Cavity Size. Fredericka Bell-Berti and
Hajime Hirose. Presented at the 84th meeting of the Acoustical Society
of America, Miami Beach, Fla., November 1972.

*Physiological Aspects of Certain Laryngeal Features in Stop Production.
H. Hirose, L. Lisker, and A. S. Abramson. Presented at the 84th meeting
of the_Acoustical Society of America, Miami Beach, Fla., November 1972.

Techniques for Processing EMG Signals. D. K. Port. Presented at the 84th
meeting of the Acoustical Society of America, Miami Beach, Fla., November
1972.

A Parallel BetweenDegree of Encodedness and the Ear Advantage: Evidence from
.

an Ear-Monitoring Task. J. E. Cutting. Presented at the 84th meeting
of the Acoustical Society of America, Miami Beach, Fla.,'November 1972.
(Aldo in SR-29/30, 1972, as: A Parallel Between Encodedness and the
Magnitude of the'Right Ear Effect.)

*Electromyographic Study of the Tonesof Thai. .Danta Eridkson and Arthur S.
Abramson. Presented at the-84th meeting of the Acoustical Society of
America, Miahi'Beach, Fla., November 1972;

*A Parallel Between Degree of Encodedness and the Ear Advantage: Evidence from a
Temporal Order Judgment Task. Ruth S. Day and James M. Vigorito. Pre-
sented at the 84th meeting of the Acoustical Society of America, Miami
Beach, Fla., 1 December 1972.

*Memory for Dichotic Pairs: Disruption of Ear Report Performance by the Speech-
Nonspeech Distinction. Ruth S. Day, James C. Bartlett, and James E.
Cutting. Presented at the 84th meeting of the Acoustical Society of
America, Miami Beach, Fla., 1 December 1972.

*Perceptual Processing Time for Consonants and Vowels. David B. Pisoni.
Presented at the 84th meeting of the Acoustical Society of America, Miami
Beach, Fla., 1 December 1972.

Is Syntax Necessary? (In Phrasal Stress Assignment By Rule). J. H. Gaitenby.
Presented at International Business Machine Corp., Thomas J. Watson
Research Center, Yorktown Heights, N. Y.:19 December 1972.
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APPENDICES

DDC (Defense Documentation Center) and ERIC (Educational Resources Information
Center) numbers: .

SR-21/22 to SR-29/30

Status Report DDC ERIC

SR-21/22 January - June 1970 AD 719382 ED-044-679

SR-23 July - September 1970 AD 723586 ED-052-654

SR -24 October - December 1970 AD 727616 ED-052-653

SR-25/26 January - June 1971, AD 730013 ED- 056 -560

SR-27 July - September 1971 AD 749339-

SR-28 October - December 1971 AD 742140 ED- 061 -837

SR-29/30 January - June 1972 AD 750001

Errata

SR-28 (October - December 1971)

The Activity of the Intrinsic Laryngeal Muscles in Voicing Control: An

Electromyographic Study. Hajime Hirose and Thomas Gay (115-142).

Page 124, figure 5, lower bar should read: bAza

Page 126, table III, letters under Subject 2 should read: /p/
/t/
/k/

Page 138, paragrapn 4, adductor should read: abductor

Page 141, line 2, statis should read: static

SR-29/30 (January - June 1972)

The Phi Coefficient as an Index of Ear Differences in Dichotic Listening.

Gary M. Kuhn (75 -82).

Page 76, lines 8 and 9 should read: L'= the number of left-ear responses
R = the number of right-ear responses

r'
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